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EDITORIAL
The term Artificial Intelligence (AI) 

encompasses three variations. There is Artificial 
Narrow Intelligence (ANI) with limited 
capabilities, e.g. Google translate and Siri. 
There is Artificial General Intelligence (AGI), 
which attempts to replicate human capabilities, 
e.g. chatbots. And then there is Artificial 
Superintelligence (ASI): machines that are 
more capable than humans, of benefit to 
healthcare, scientific research, and the military. 
Such machines are either the solution or the 
problem – depending on your point of view.

On the positive side, AI can assist with 
data analysis, brainstorming, drafting and 
proofreading of texts. It can help generate social 
media posts, structure workshops, turn complex 
descriptions into readable web texts and data 
into graphics. It can translate and transcribe 
voice recordings into multiple languages, and 
offer automated sign language.

On the negative side, AI might sidestep 
human oversight and become self-aware, 
leading to unforeseen consequences and 
even existential risks. The superior cognitive 
abilities of Artificial Superintelligence could 
allow it to manipulate systems or even gain 
control of advanced weapons. Military usages 
include autonomous warfare systems, strategic 
decision-making, target recognition, and threat 
monitoring. Human interventions would be 
subordinate to “machine thinking”.

Consequently, the most important 
questions surrounding systems based on AI 
applications are ethical – in terms of their 
development, application, and impact. In the 
words of Gabriela Ramos, UNESCO’s Assistant 
Director-General for Social and Human 
Sciences:

“In no other field is the ethical compass more 
relevant than in artificial intelligence. These 
general-purpose technologies are re-shaping 
the way we work, interact, and live... AI tech-
nology brings major benefits in many areas, but 

without the ethical guardrails, it risks repro-
ducing real world biases and discrimination, 
fuelling divisions and threatening fundamental 
human rights and freedoms.”

AI is impacting freedom of expression, 
freedom of information, and public interest 
journalism in terms of accuracy, authenticity, 
and trust. At a time when misinformation, 
disinformation, and fake news bedevil 
journalism and social media platforms, AI has 
been seen as a means of dispelling confusion 
and restoring trust. However, as Julius Endert, 
senior consultant to the Deutsche Welle (DW) 
Akademie, points out, if AI is to be used in 
professional journalism, we need concrete 
business and editorial decisions that:

“[R]esult in structures and processes grounded 
in organizational values, ethical guidelines, and 
policies. This work must be tailored to the size 
and scope of each organization and developed 
incrementally. Crucially, the perspectives of all 
stakeholders – especially regarding data gov-
ernance, privacy, and transparency – must be 
included.”

The DW Akademie, which focuses on 
international media development, journalism 
training and knowledge transfer, proposes a 
three-tiered approach to AI governance:
* Ethical foundations: Define ethical reference 

points and principles as the foundation of an 
overarching AI strategy. Develop your strat-
egy and guidelines.

* Compliance systems: Establish systems to 
ensure adherence to legal and other relevant 
norms.

* Operational implementation: Create and 
implement responsibilities, processes, and 
structures according to your AI strategy.

Aside from or in addition to these 
considerations, there is the issue of public safety. 
Will these extraordinarily powerful AI systems 
be subject to oversights that prevent them 
from behaving in unexpected and potentially 
catastrophic ways? For decades this has been 

https://unesdoc.unesco.org/ark:/48223/pf0000385082.locale=en
https://akademie.dw.com/en/organizational-ai-for-journalism-dealing-with-the-dilemma/a-71066279
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seen as a military question: who or what decides 
to carry out nuclear war? But, today, what if 
machines get to decide who is a refugee? Or 
deserving of a heart transplant? Or eligible for 
schooling?

Beyond such immediate concerns, many 
people are also worried about the long-term 
impact of AI on social and cultural identity: the 
way people understand themselves and others, 
their sociocultural environments, and the way 
technologies shape and alter human behaviour.

“For as the pace of change increases, not just 
the economy but the very meaning of ‘being 
human’ is likely to mutate… Such profound 
change may well transform the basic structure 
of life, making discontinuity its most salient 
feature.”1

Continuity has always been a measure of 
stability. For good or ill, it has enabled political, 
cultural and social identities. Continuity itself 
relies on a certain tension between the public 
and the private, in what ways information and 
knowledge are shared or commoditised or even 
weaponised. Lemi Baruh and Mihaela Popescu’s 
article in this issue of Media Development 
underlines the dilemma:

“Privacy as a dynamic process of ‘becom-
ing’ – essential for shaping our identities and 
fostering autonomy through an ongoing dia-
logue with our past, present, and future – faces 
profound challenges in the age of pervasive 
artificial intelligence... It’s not just about data 
points being collected; it’s about how AI and 
algorithms actively intervene in our temporal 
experience, potentially derailing our capacity 
to make meaningful choices (and learn how to 
make choices) that we can claim as our own, 
thereby threatening our journey of becoming 
who we aspire to be.”

Artificial Intelligence is here to stay. 
Technological development never goes 
backwards, and its impact is always far 
reaching and unpredictable. What we must 
do – and urgently – is to think ethically, to 
act transparently, and to communicate the 
implications of AI development widely and 
intelligibly. Only then can AI serve humanity 
responsibly. n

Note
1. Yuval Noah Harari (2018). 21 Lessons for the 21st Century. 

Signal/Penguin Random House Canada, pp. 269-270.

Image source Deviant Art.

https://www.deviantart.com/filedebop/art/Artificial-Intelligence-1035527784
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Temporal 
selves under 
siege: Artificial 
Intelligence and 
the need for 
privacy as a right 
to becoming
Lemi Baruh and Mihaela Popescu

When we talk about online privacy, 
what comes to mind? For decades, the 
dominant answer in law and everyday 
thinking has centred on one idea: control 
over personal information. This approach, 
called informational privacy, treats our 
personal data – our clicks, likes, searches, 
and purchases – as an extension of us. 
The core belief is that we, as individuals, 
should have the authority to determine 
when, how, and to what extent 
information about us is shared with 
others.1

This thinking isn’t new. Its roots trace to the 
1970s with the Fair Information Practice 

Principles (FIPPs). These guidelines recom-
mended basic rights like knowing what data is 
collected, seeing and correcting our records, and 
limiting how companies use information beyond 
its original collection purpose. These princi-
ples spread globally, shaping standards from the 
OECD to Council of Europe from the 1980s.2

Today, this “control over data” thinking is 
the bedrock of major regulations like Europe’s 
General Data Protection Regulation (GDPR)3 
and state-level laws in the U.S. like the Califor-
nia Consumer Privacy Act (CCPA).4 These regu-

lations empower individuals with specific rights: 
the right to access the data held about them, the 
right to correct inaccuracies, the right to request 
deletion, and the right to object to or opt-out 
of certain processing or the sale of our data. The 
main mechanism? Usually, it’s “notice and con-
sent” – companies provide a privacy policy (the 
notice), and we click “agree” (the consent), theor-
etically putting us in charge of the data flow. 

While personal control over information 
sounds appealing, this approach faces chal-
lenges in reality. The vast amount of data col-
lection makes meaningful consent impossible. 
We’re asked to agree to lengthy privacy policies, 
but understanding how our data might be used 
downstream – combined with other datasets or 
fed into algorithms – is beyond most people’s 
capability. Often, the choice is simply a “take-
it-or-leave-it” clickwrap agreement; refuse, and 
we lose access to the service entirely.5 This lack of 
real choice often leads to resignation rather than 
genuine consent.6

Furthermore, this focus on notice and con-
sent doesn’t fundamentally challenge the busi-
ness model – what Shoshana Zuboff famously 
termed “surveillance capitalism.”7 Instead of lim-
iting data harvesting, it often legitimizes it. By 
getting us to “agree,” the system shifts responsib-
ility onto us, the individuals, while allowing the 
large-scale collection and monetization of per-
sonal data to continue largely unchecked. Regu-
lations like GDPR, while aiming for protection, 
may even inadvertently strengthen the domin-
ance of large platforms better equipped to han-
dle compliance costs.8

The increased ubiquity of machine learn-
ing algorithms and artificial intelligence throws 
another wrench into the works.9 These tech-
nologies operate on a scale and complexity far 
beyond simple data sharing. Algorithms don’t 
just store the data we provide; they analyse it to 
make inferences and predictions about us – our 
personalities, preferences, vulnerabilities, and fu-
ture behaviour.10 These algorithmically generated 
insights, the “outputs,” often exceed the “inputs” 
we initially consented to share. The complex, pro-
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prietary nature of these algorithms – the “black 
boxes” of the digital age – makes it difficult to 
understand how these powerful inferences shape 
our opportunities and experiences.11 Merely 
having control over our raw data provides little 
protection against the privacy harms stemming 
from how that data is interpreted and used by 
these increasingly powerful algorithmic systems.

Privacy as a right to Becoming: Pro-
tecting the DeveloPment of the autono-
mous self

Given the shortcomings of seeing privacy purely 
as data control, especially in our algorithmic age, 
we need a different approach. Instead of focus-
ing narrowly on managing information flows, we 
propose reframing privacy as essential for pro-
tecting and nurturing our capacity for self-for-
mation and autonomous action – a concept we 
call privacy as a right to becoming. This perspective 
shifts the focus from data points to the person, 
seeing individuals not just as data subjects, but as 
socially embedded, temporal beings actively en-
gaged in shaping their own lives.

Central to this idea is autonomy. Not the 
isolated, purely rational self often imagined in 
liberal theory, but a relational autonomy that rec-
ognizes how we develop our sense of self and our 
ability to make meaningful choices through our 
connections with others and within specific so-
cial and cultural contexts. True autonomy – the 
freedom to ask what kind of a person one wants 
to be and what kind of a life one wants to lead 
– isn’t just about being free from external ob-
stacles.12 It requires conditions that allow us to 
authentically identify with our own desires, re-
flect on them without undue manipulation, and 
form and commit to life goals and projects.13

Privacy is crucial for creating these con-
ditions. It provides the necessary space – both 
literally and metaphorically – for the self-re-
flection and self-discovery vital for autonomous 
living. This includes controlling access not just 
to our data (informational privacy), but also to 
our physical spaces and our decision-making 

processes.14 These dimensions of privacy help 
us manage our relationships with ourselves and 
others, allowing us to develop and exercise the 
competencies needed to guide our lives accord-
ing to our own values.

We argue that this process of becoming au-
tonomous unfolds across time. Think about how 
we understand ourselves – as part of a dynamic 
narrative. Our identity is shaped through inter-
nal dialogue spanning past, present, and future: 
we reflect on memories and experiences, engage 
with our current context, and project aspirations 
for who we want to be. This process helps us 
make sense of where we’ve come from, where we 
stand now, and where we’re headed. It enables us 
to assemble a coherent life story, take ownership 
of our past actions, and act intentionally toward 
future goals. In doing so, we become people who 
can make authentic choices and take responsib-
ility for them. This capacity allows us to experi-
ence our lives as a meaningful whole, connecting 
who we were, who we are, and who we hope to 
be.15 

Sociologists Mustafa Emirbayer and Ann 
Mische provide a useful framework for under-
standing this dynamic engagement with time 
through their concept of the “agentic triad.”16 
They argue agency emerges from the interplay of 
three temporal dimensions:
* Practical-evaluative dimension (the 

present): Our capacity to make practical and 
normative judgments among alternative pos-
sible trajectories of action at present.

* Projective dimension (the future): Our im-
aginative generation of possible future trajec-
tories and outcomes of action

* Iterational dimension (the past): Our 
selective reactivation of past patterns of 
thought and action to classify past actions in 
terms of their similarity to a current situation. 

We are constantly engaged in this internal 
temporal conversation, balancing habits from 
the past with present realities and future hopes. 
Learning to manage this internal dialogue effect-
ively is how we learn to be autonomous agents. 
It’s a skill developed through practice – through 
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reflection, making choices, and even making 
mistakes within a space protected enough to al-
low for genuine self-exploration. This isn’t about 
achieving a final, static state of autonomy, but 
about engaging in the ongoing process of becom-
ing.

Privacy as a right to becoming defends our 
capacity for vital temporal work. Privacy func-
tions as a necessary condition for navigating the 
agentic triad. It provides quiet space for iteration, 
allowing us to reflect on past actions and habits 
without constant external judgment or pressure 
of immediate reaction. It safeguards our practical 
evaluation of the present by allowing moments 
of focused attention, free from manufactured 
distractions designed to capture immediate im-
pulses rather than long-term goals.

artificial intelligence anD the case for 
Privacy as a right to Becoming 
Privacy as a dynamic process of “becoming” – es-
sential for shaping our identities and fostering 
autonomy through an ongoing dialogue with our 
past, present, and future – faces profound chal-
lenges in the age of pervasive artificial intelli-
gence. While the traditional “privacy as control” 
model already struggles with the sheer scale and 
complexity of modern data practices, the lens of 
“privacy as a right to becoming” that we propose 
helps see how these technologies can more deep-
ly undermine the very foundations of self-de-
velopment. It’s not just about data points being 
collected; it’s about how AI and algorithms act-
ively intervene in our temporal experience, pot-
entially derailing our capacity to make meaning-
ful choices (and learn how to make choices) that 
we can claim as our own, thereby threatening our 
journey of becoming who we aspire to be.

This framework, which emphasizes pro-
tecting our journey towards autonomous self-
hood through a rich internal dialogue with 
our past, present, and future, reveals significant 
shortcomings in simply viewing privacy as con-
trol over data, especially when we consider the 
impact of artificial intelligence and algorithms. 
These systems don’t just manage information; 

they actively shape our experiences and, in doing 
so, can profoundly disrupt the very processes ne-
cessary for us to develop and maintain a coherent 
sense of self.

Consider how algorithms like recommen-
dation systems curate and re-present our histor-
ies. They selectively highlight certain memories 
and behaviours, often without our awareness of 
their choices. From the perspective of privacy 
as a right to becoming this isn’t just about data 
accuracy or inference veracity; it’s about these 
algorithmic narratives potentially altering our 
personal stories and how we view our past and 
understand ourselves. Our ability to own our 
narrative, to draw lessons from our past and inte-
grate them into who we are becoming, is crucial 
for developing autonomy.

Similarly, algorithms shaping our experi-
ences raise concerns beyond loss of information 
control. Recommendation engines and personal-
ized feeds can create “filter bubbles” that narrow 
perspectives and limit exposure to diverse view-
points, which are vital for critical thinking and 
practical evaluation of agency.17 This invisible 
algorithmic steering can undermine our ability 
to make choices reflecting our values and long-
term goals. The privacy that traditionally affords 
breathing room for independent thought is 
eroded when our present moments are mediated 
and manipulated by systems designed to steer 
attention and influence actions.

Looking to the future, the predictive power 
of algorithms and the “data-driven personas” they 
construct can significantly impact our projective 
capacities – our ability to imagine and strive for 
different futures. When algorithms engage in an-
ticipatory and pre-emptive governance,18 using 
past data to predict and shape future pathways or 
target us during vulnerable transitional moments. 
This isn’t just about data being used; it’s about 
our potential life trajectories being directed and, 
perhaps, limited by predictive models. Privacy as 
a right to becoming is about our ability to defend 
ourselves and engage authentically and autono-
mously with our past, present, and future, shield-
ing the core processes of self-development from 
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these profound algorithmic interventions.
The European Union’s AI Act and emerging 

“neurorights” field indicate growing recognition 
that privacy challenges brought by AI extend be-
yond data control issues. These initiatives address 
privacy as a right to becoming – protecting our 
autonomous self-development in an algorith-
mic world. They acknowledge that technological 
interventions, particularly AI and neurological 
interfaces, can impact our freedom of thought 
and ability to make choices free from manipula-
tion, which are vital for our process of becoming.

The EU AI Act aims to address such deep-
er concerns by, for example, banning AI systems 
that use “subliminal techniques beyond a person’s 
consciousness to materially distort behaviour” or 
exploit vulnerabilities related to age or disabil-
ity.19 This directly resonates with privacy as a 
right to becoming by recognizing that certain al-
gorithmic influences threaten our core ability to 
self-determine. However, the AI Act still strug-
gles to define “manipulation” or impairment of 
“informed decision making” in complex AI inter-
actions and what makes AI based manipulation 
different from other manipulative practices.

Here, privacy as a right to becoming offers 
richer vocabulary. It articulates why AI manipu-
lations are damaging, not just from divergent 
interests between organizations and data sub-
jects, but because they interfere with our internal 
temporal dialogue – our ability to reflect on past, 
evaluate present, and project future authentically. 
It explains harm through undermining compe-
tencies for skilful choice, narrative control, and 
self-justification. This allows privacy as a right 
to becoming to be more flexible in adjusting to 
shifts in the operational logic of future technol-
ogies.

Similarly, discussions around “neurorights” 
arise from the development of neurotechnologies 
like brain-computer interfaces (BCIs), which 
promise direct pathways to “reading” and even 
influencing brain activity. The concern here is 
profound, touching upon mental privacy, cogni-
tive liberty, and the very integrity of our thoughts 
and mental states.20 The privacy as a right to be-

coming framework emphasizes that our minds 
are not just static entities needing protection, but 
are the dynamic seat of self-formation. Inter-
ference with our cognitive processes, memories, 
or future-oriented thought directly impacts our 
ability to construct and live our life stories.

Privacy as a right to becoming extends the 
neurorights conversation by highlighting that 
the harm isn’t just about neurological or other 
biometrical data extraction, but about disrupting 
the ongoing, temporally-grounded process of 
self-development that defines us as autonomous 
individuals. It helps us understand that pro-
tecting the “mind” is also about protecting the 
unfolding narrative of a life. Ultimately, privacy 
as a right to becoming provides a unifying lens 
that focuses on the individual’s lifelong journey 
of self-creation, emphasizing the need to safe-
guard the temporal dimensions of autonomy. n
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Australasia’s 
AI unveiling: 
pedagogy, 
practice and 
policy
Anne Kruger and Richard Murray

Responses from policymakers, 
professionals and educators to the urgency 
of AI draw many parallels to earlier 
phenomena in the growth of online 
misinformation and disinformation. A 
key difference however was the sudden 
global generative AI product releases 
that forced stakeholders into the frontiers 
reckoning with AI generated harms and 
opportunities. Two years on, Australia’s 
response could be described as purposeful 
in areas of social media safety by design, 
but piecemeal in terms of digital literacy 
and media empowerment.

In navigating the frontiers of AI generated 
harms, we need to also consider the potential 

chaos that AI creates for everyday citizens’ digital 
literacy levels. As such, the role of journalists has 
never been more necessary to support their audi-
ences’ critical thinking. While safety standards 
(discussed below) have understandably been an 
urgent focus of governments for technological 
and social media companies, others in the media 
ecosystem have been left – literally and figura-
tively – to their own devices.

That was the case for Australia’s news or-
ganisations. On the one hand, they were faced 
with how to serve their publics through delivering 
quality journalism and sift through potential AI 
powered explosions of mis- and disinformation; 
while on the other hand, the same organisations 
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had to consider the opportunities AI may deliver 
for news production and effective workflows. As 
this article demonstrates, while news organisa-
tions and institutions are still figuring it out via 
trial and error, there is a clear case for regulations 
that include AI labelling and mandated media 
or digital literacy training. These media develop-
ments are also areas where journalism and com-
munications focused academics are well placed 
to provide support.

an ethical temPlate

Advances in digital technology during the mid 
2010s led to a rise in Open Source Intelligence 
(OSINT) techniques available to the mainstream. 
Proponents encouraged transparency in their re-
ports that showed the investigative methods they 
used. This was a new hook given journalism had 
previously shied away from the inclusion of de-
tails in reports showing how the so-called sausage 
was made. Through OSINT, journalists began to 
show to their audiences how their use of publicly 
available digital tools could provide powerful evi-
dence in their investigations – tools that ranged 
from being able to determine the provenance of 
images to being able to provide critical evidence 
to hold “governments and other powerful actors 
to account” in international courts of law.1 

In a watershed case, open source investiga-
tions by the independent collective of research-
ers known as Bellingcat2 uncovered crucial evi-
dence into the origin of the Buk missile launcher 
that downed Malaysia Airlines Flight MH17 on 
July 17, 2014 in Ukraine. Investigative methods 
included as part of Bellingcat reports, provided 
the basis of a transparent and ethical framework 
where audiences are clearly aware of what is used 
– and sometimes not used – in the process of in-
formation gathering. The at times step-by-step 
explanation of the tools and resources used in 
investigations not only built evidence and cred-
ibility but also a new approach to transparency. 

The OSINT approach is one that can be 
used to inform media as they experiment with 
the uptake of AI to improve productivity, work-
flows or create content. Frameworks for the 

mainstream media’s ethical and transparent use 
of tools and processes have undergone an AI 
transformation. But this work is still in its infancy 
and Australia has experienced very public mis-
steps along the way. For example, in April 2025 
unsuspecting audiences found out that “Thy”, a 
popular radio DJ, who had been on air in Aus-
tralia for six months, was not a real person, but 
AI generated. This “triggered an industry-wide 
discussion on diversity, consent, and AI’s place in 
creative audio environments.”3 

The Thy example revealed a big part of the 
perceived problem is Australia’s lack of AI label-
ling regulations. There are no specific restrictions 
on the use of AI in broadcast content, and no 
obligation to disclose its use. This deficit found 
its way into the political domain with Australia’s 
May 2025 federal election rife with unlabelled 
AI enhanced political campaigns; and questions 
were repeated about Australia’s lack of truth in 
political advertising regulation (discussed below).

Surveys in Australia and globally have re-
vealed newsrooms began experimenting cau-
tiously with generative AI4 while the develop-
ment of transparency and ethical use frameworks 
was slow.5 Australia’s public broadcaster and 
news organisation, the Australian Broadcast-
ing Corporation (ABC) released its AI princi-
ples in June 2024, which “reflect its values and 
editorial standards and will govern the ways in 
which it will use AI/ML technologies.”6 Argu-
ably, the ABC’s in-house experimentation and 
trials – such as transcripts to enhance podcast 
accessibility7 – has reduced risk compared with 
more public facing trial and error approaches as 
the Thy example showed.

Globally, the lead has come from larger 
organisations such as Thomson Reuters, whose 
CEO Steve Hasker noted they “used artificial 
intelligence to radically transform the company 
into a technology business.” That included the 
Reuters news agency – although somewhat iron-
ically Hasker added the news agency side is “…
the smallest part of our business … that accounts 
for a bit less than 10 per cent of our revenue and 
a bit less than five per cent of our profit.” Hasker 
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conceded, “In many places, it’s the only part of 
the company that anyone recognises.” 

Having a large organisation behind a news 
agency provides a huge advantage in terms of 
resources to build responsible AI systems and 
processes. The news agency is transparent about 
its journalists’ use of AI8 and the company as a 
whole has developed AI principles.9 Other nota-
ble improvements from newsrooms globally 
come from Agence France Presse’s (AFP) Hong 
Kong-based standards and ethics director, Eric 
Wishart.10 Wishart incorporated uptake of AI in 
a common sense approach that aligns with his 
years of journalistic practice and news wire ex-
pertise.

regulations, elections, shortcomings

The Australian Government has been an ear-
ly leader globally as a pioneer in digital policies 
addressing issues such as cyberbullying. It estab-
lished the office of the eSafety Commissioner in 
accordance with the initial Enhancing Online 
Safety Act 201511 (amended in 2017).12 This laid 
a foundation for social media regulation stan-
dards and protections in the area of online safety 
and safety by design. However, the establishment 
of misinformation and disinformation regula-
tion (which has strong intersections with tech 
developments such as AI) was slower. Mis- and 
disinformation regulation eventually arose as 
something of a by-product from the Australian 
Treasury’s Digital Platform Inquiry that began 
in 2017. 

The central focus of the Digital Platform 
Inquiry was whether and if large digital plat-
forms and social media organisations that oper-
ate in Australia should pay local news publishers 
for news content. The Digital Platforms Inquiry 
report was handed down in July 2019.13 Initially 
policy makers and stakeholders expected a vol-
untary code to address the market competition 
between news and platforms; and a mandatory 
or co-regulatory code to address disinformation. 
However, what eventuated flipped these expect-
ations was a mandatory News Media Bargaining 
Code, (NMBC) that came into effect in March 

2021.14 
And while the Digital Platforms Inquiry 

recommended a co-regulatory response to com-
bat disinformation, the Australian Government 
at the time instead asked digital platforms to 
develop a voluntary code of practice to help ad-
dress disinformation. This was assigned to the 
Digital Industry Group Inc. (DIGI), a not-for-
profit industry association that advocates for the 
digital industry in Australia. Eventually, a code 
that covered both disinformation and misinfor-
mation was tasked, under strict guidance notes 
from Australia’s media and communications 
regulator, the Australian Communications and 
Media Authority (ACMA). The code, that cov-
ered both misinformation and disinformation 
was groundbreaking given the dearth of similar 
international regulation, and the heavy-handed 
approaches by near neighbours in Asia to adopt 
blunt force legislation.15

The explosion of generative AI into the 
wider information ecosystem in 2023 created 
a new urgency to ensure safety and informa-
tion integrity. Australia’s government was quick 
to acknowledge generative AI ushered in “new 
and emerging harms.”16 Not surprisingly, it re-
sponded with announcements of a statutory re-
view of the Online Safety Act, and an intention 
to amend the Basic Online Safety Expectations 
(Bose) system, both of which apply to tech and 
social media companies. This resulted in a series 
of draft new codes17 that focus on measures to 
restrict Australian children from accessing adult 
content online and other harms. In January 2024 
the government also released its findings from 
consultations with stakeholders on potential 
AI “guardrails”18 required throughout industry. 
However, it was Australia’s new legislation that 
passed through Parliament in December 2024 
setting a minimum age limit for social media 
platforms that attracted the spotlight from inter-
national headlines. 

Similarly, Australia’s near neighbour, New 
Zealand, adopted a framework of online safety 
for the Aotearoa New Zealand Code of Practice 
for Online Safety and Harms.19 This voluntary 
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code commits signatories to a set of Guiding 
Principles and Commitments “that acknow-
ledges the need for flexible responses to ever-
changing risks from harm.”20 Online discourse 
had offline, real life implications in New Zea-
land during the Covid-19 pandemic. This ranged 
from the Parliamentary Protests21 co-opted by 
online harmful campaigns during Covid-19, to 
the lessons learned in the need to craft cultur-
ally appropriate messages to encourage vaccine 
uptake among diverse communities.22 This is 
important given now the capacity for AI-gener-
ated content to take advantage of unsuspecting 
citizens and would exacerbate the susceptibility 
of audiences to fall for dangerous mis- and dis-
information. This highlights the need for digital 
literacy in broader society. In terms of AI regula-
tions, the New Zealand Government has intro-
duced a non-legally binding best practice prin-
ciples-based framework to guide the responsible 
use of Artificial Intelligence technologies across 
the public sector.23

Generative AI played a role in elections 
around the world in 2024 – from “voice clones” 
of imprisoned opposition leader Imran Khan 
in Pakistan,24 to Britain’s Independent Candi-
date “AI Steve”,25 and the use of AI in India to 
translate campaign speeches into multiple eth-
nic languages.26 Researchers have described the 
year as “the good, the bad and the in-between.”27 
The downright “absurd” can be added to the list. 
When outspoken like-minded supporters create 
and repost AI-generated misinformation, this 
can galvanise their communities’ political views, 
frame the narratives or online discourse, and 
often break through into the mainstream media. 
This was the case in the US when President Don-
ald Trump not only picked up on false online 
slurs28 about pet eating immigrants, but decided 
to give this oxygen during a live, internationally 
televised Presidential debate.29 

While the AI Apocalypse or Armageddon 
that was feared for the global elections may not 
quite have eventuated, researchers from the Alan 
Turing Institute’s Centre for Emerging Technol-
ogy and Security noted “deceptive AI-generated 

content still influenced election discourse, ampli-
fied harmful narratives and entrenched political 
polarisation.”30 This supports research by DIGI 
in Australia that an individual’s perception of 
what constitutes misinformation can be skewed 
by their political bias.31

Journalists and broadcasters noted the in-
flux of satirical AI generated political campaigns 
on social media during the 2025 Australian Fed-
eral Elections. Broadcaster Sofie Formica noted 
how the rise in “fake political videos” that can 
“manipulate the message” makes the job of media 
more challenging32 in sifting through what is 
legitimate, and there is too much of a lag in ad-
dressing it. Indeed, there is a new urgency to en-
sure journalists are equipped with the skills to 
uphold information integrity through the dis-
cernment of a range of online content in order 
to deliver quality news. Equally, there is a need 
for sustained, government support of mandatory 
media and digital literacy curricula for ongoing 
generations, rather than the piecemeal approach 
of projects being funded for single digit years.

Many of the AI generated political vid-
eos in the 2025 campaign were obvious or satire. 
But this begs the question – what happens as AI 
becomes harder to detect, or satire is more nu-
anced? A combination of AI specific standards 
and change in political advertising laws could go 
far in mitigating the effects. This includes stan-
dards that require labelling of AI generated con-
tent; and laws that address Australia’s patchwork 
of accountability mechanisms to prevent lies in 
political advertising. The lack of truth in political 
advertising laws has arguably compromised the 
Australian public’s ability to identify mis- and 
disinformation.33 It also did little to assist Aus-
tralians during the landmark 2023 Voice Refer-
endum which was aimed at giving Indigenous 
Australians a voice to parliament. Further lessons 
from the Voice also showed how easy it is for 
misinformation to spread in more closed spaces 
such as emails, screenshots in chat apps and via 
newsletters. 34-35

While the lack of truth in political laws is 
a matter for Australian legislators and policy-
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makers to address, there is more immediate 
hope on the horizon in terms of AI labelling. 
Researchers from the “Partnership on AI” have 
collated years of case studies that showcase the 
benefits of labelling AI,36 where one can reflect 
with “what happens when you don’t”? Further to 
this, the Coalition for Content Provenance and 
Authenticity (C2PA) and Content Authenticity 
Initiative (CAI)37 have developed an open indus-
try standard for content authenticity and prov-
enance. The C2PA has trademarked a “cr” icon 
that notifies a consistent standard in provenance 
credentials that travels with content for use by 
creators, editors, publishers, media platforms, 
and consumers. Such tools assist OSINT inves-
tigations and if put to wider use in Australia, this 
could support digital literacy programs, giving 
audiences a visual cue with the “cr” icon. Addi-
tionally current regulation such as the ACPDM 
could push for the adoption of such labelling in 
Australia.

a community of Practice

The University of Queensland’s School of Com-
munication and Arts faculty launched its AI and 
the Next Generation of Journalists Commun-
ity of Practice on September 6, 2024. The aim 
is to encourage and facilitate ongoing discus-
sion, skills building and curricular responses for 
staff and students alongside industry. The launch 
heard from learning innovation designers; Adobe 
solutions experts; and the ABC’s Product Strat-
egy Manager. This is an opportune time for us as 
journalism educators with strong industry links, 
to deliver experiential learning via the establish-
ment of an ongoing industry-academica-student 
Community of Practice38 and bring an ethical 
lens to practical research outputs.

Through experiential learning and research, 
students will experience work authenticity adapt-
ing substantial developments concurrently with 
industry leaders.39    We have selected a cross 
section of media with leaders working and ex-
perimenting with generative AI workflows.  Our 
approach with collaborative industry experts in 
this time of testing and trialling generative AI 

workflows continuously and iteratively informs 
future curriculum design in journalism (and 
communications) for the decade to come.

training the trainers

One of the greatest challenges for the Commun-
ity of Practice is that newsrooms are notorious-
ly competitive ecosystems – both internally and 
externally. How to get a bunch of editors and 
journalists in a room sharing potential secrets 
and even proprietary information? One answer 
is to approach newsrooms individually and bring 
them together at key points for seminars with 
glossy outside experts from tech firms as the guest 
speakers. Another approach focuses on training. 
And on the trainers. Shaun Davies, formerly a 
principal product manager in trust and safety at 
Microsoft, recently developed and helped to lead 
the Google News Initiative AI Workshops – a 
16 week program for small to medium news-
rooms across Australia.40 Davies also consults 
throughout Asia and spoke from Japan for this 
article about how he builds maturity in news-
room AI uptake from “ad hoc vibes usage, to a 
more structured, formally tested and proven use 
case.” Davies’s said his aim is to develop robust 
processes:

And the way you do that is not by throwing 
stuff at the wall and going it feels good. You 
actually have to make structured tests - say you 
want [AI] to save time. Well, let’s benchmark 
the amount of time it takes to do this [task].41

Davies advises newsrooms to first set a bar 
where output should be no worse than it current-
ly is now, any use of AI should meet the same 
quality. “And to do that, you need to define what 
quality means to your organization, and then you 
need to develop a test data set that demonstrates 
what that quality is,” he said.

From there, newsrooms are developing 
more robust solutions that even in test phases 
can compare outputs of the model. For example, 
if testing for an AI to provide a quick summary 
at the top of an article, Davies noted: 
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Get a number of experts which could be three 
of your most senior writers to rate the prompts, 
and blind test against human written content. 
In that case you’ve got the rest of the article so 
you can test for hallucinations.

Davies’ training further provides the prompts 
and checks of inputs to remove hallucinations.

Meanwhile other platform experts have 
joined University of Queensland Data Journal-
ism classes to introduce AI “productivity tools”. 
Assessment for the course requires students to 
produce a long form journalistic report with data, 
visualisations and interviews. Throughout the 
course a student chased a local municipal council 
for environmental data. He had a breakthrough 
in the form of a “data dump” of technically public, 
but practically impenetrable, links to files from 
council meetings. The stash came during a two-
hour tutorial workshop, during which the stu-
dent uploaded the files into Notebook LM, and 
for comparison Pinpoint. While this took some 
initial conversion time, both allowed the student 
to search and organise hundreds of documents, 
potentially saving weeks of work. And while 
Notebook LM may have the capacity, we didn’t 
encourage the student to turn the council files 
into a podcast. 

Lessons are taken from the experts to our 
classrooms. Davies’ earlier advice for newsrooms, 
also extends to strategic communications profes-
sionals – and thus an even wider range of stu-
dents. In terms of quick background research for 
journalists and communications professionals, 
Davies sees great potential in the deep research 
models that can concurrently search the internet:

You can type a research query in, and Gemini 
will go out and search the web. It will probably 
search through about 300 websites, and it will 
compile the information it’s found into a really 
detailed report for you. You can be quite ex-
plicit about what you need to know.42

In terms of employment risk and oppor-
tunity, Davies noted he tells newsroom staff it’s 
not so much as “an AI [will take] their job”, but 

rather, “somebody could use AI more effectively 
than they could.” As tertiary educators, this feeds 
into the pedagogical aims, particularly in a jour-
nalism program where students need to graduate 
with an edge, ahead of the AI curve, in terms of 
skills and ethics.

conclusion

While Australia has made inroads in coming to 
terms with AI, the current regulatory framework 
does not sufficiently cover existing risks from AI. 
Cyberbullying and safety by design has been led 
by the eSafety Commissioner. The sense of ur-
gency and the resources provided by the govern-
ment in that area needs to be extended across 
the digital ecosystem in order for a proper co-
ordination of risk mitigation. Australia’s ACP-
DM regulatory code is technology neutral, open 
to further signatories and allows for agility in 
addressing AI developments. While the code of 
practice is in place for platforms and social media 
organisations to address mis- and disinformation 
which can incorporate technological develop-
ments in AI, this does not include the whole in-
formation ecosystem. For example, news media 
and political parties could each produce codes 
of practice to address mis- and disinformation. 
Where a suite of legislation is a blunt force re-
served for the highest of risks such as safety and 
national security; codes of practice have the abil-
ity to set standards that can adjust with the pace 
of technological change. 

This article recommends the adoption of 
regulation and codes of practice from a wide 
range of stakeholders incorporate transparen-
cy, truth, and promote evidence-based informa-
tion in an era of AI. Voluntary codes provide 
safe testing grounds that mitigate unintended 
consequences that may stem from legislation as 
technology develops. Action is provided with 
real guardrails and allows time for any consider-
ation of future legislative requirements. News 
media and political parties should develop in-
dustry-wide transparency codes in the uptake 
and use of AI in content and practices, and these 
should be explicit for digital platforms via the 
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current ACPDM. Templates exist in the form of 
OSINT techniques as transparency and software 
developments in labelling of AI from the CAI 
show how this can be implemented at scale. Ex-
amples from missteps in Australian media show 
audiences appreciate transparency and ethical 
applications of AI in media.

In terms of legislation, urgent work is re-
quired in addressing truth in political advertis-
ing (which may include labelling of AI moving 
from regulatory codes to legislation) and manda-
tory digital literacy curricula. Governments must 
move fast to introduce a suite of intergeneration-
al, culturally relevant long-term funded media 
literacy initiatives to enhance critical thinking 
skills throughout society as standardised educa-
tion. 

In summary, while governments in Aus-
tralia and globally are figuring out the unveiling 
effects of AI, in the meantime there is a clear 
case for regulations or legislation that include 
AI labelling and mandated media or digital lit-
eracy training. AI can speed up workflows and 
so too, spread mis- and disinformation. Journal-
ists therefore need training in both AI produc-
tion tools and ethical transparency frameworks 
as well as how to protect themselves and their 
audiences from AI-enhanced disinformation 
risks. This enables journalism to support society 
and our democratic systems. These are media de-
velopment issues where academia is well suited 
to support industry and policy, and to provide 
graduates who are ready to lead. n
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Deepfakes, 
cloned voices, 
and digital 
media literacy: 
AI’s role in the 
misinformation 
crisis in India
Vamsi Krishna Pothuru

How the advent of generative AI has 
worsened the misinformation problem 
in India – and the responses from 
stakeholders, along with potential 
solutions for the future.

In recent years, misinformation aided by digital 
technologies has been a persistent problem. It 

has been proven to be detrimental to democrat-
ic institutions across the world and has been 
threatening the social fabric of communities. The 
misinformation problem has been worsened in 
recent years, and the AI usage has further com-
plicated the issue.

The arrival of generative artificial intelli-
gence (Gen AI) chatbots such as OpenAI Chat-
GPT, Google Gemini, Microsoft Copilot, and 
others has democratised the use of artificial in-
telligence. These chatbots are fuelled by large lan-
guage models, and require simple text prompts 
to generate content, including text, images, audio, 
and video. Deepfake videos, one of the popular 
variants of AI-generated content, involve tech-
niques such as face swap, lip sync, and puppet 
master. Similarly, there are textual deepfakes, 
audio clones, AI-generated images, and others. 
Internet is flooded with tools and apps that aid 
in creating these sophisticated forms of altered 
media.

This synthetic technology is being lever-
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aged by actors ranging from large organisations 
to ordinary citizens for various purposes. The 
anonymity and scalability of this technology are 
aiding bad actors in creating more personalised, 
sophisticated, and convincing mis/disinforma-
tion. A few of the prominent examples of deep-
fakes worldwide include a 2022 video of Ukrain-
ian President Volodymyr Zelenskyy asking his 
troops to surrender to Russia. Also, AI is being 
used to resurrect dead personalities; a few exam-
ples in recent times include a deepfake video of 
Indonesia’s late president Suharto and a deepfake 
video of the chief of the now-disbanded LTTE 
(Liberation Tigers of Tamil Eelam), Velupillai 
Prabhakaran. The motivations behind AI-gener-
ated mis/disinformation range from information 
warfare, propaganda, election campaigns, finan-
cial fraud, and personal vendettas to many others.

unholy union of ai anD misinformation:
Information disorder is the more academically 
rigorous term compared to the popular term “fake 
news”. The information disorder is categorised 
into misinformation, disinformation and mal-in-
formation. This categorisation is based on two 
factors, which are the facticity of the information 
and the intention of the person creating or shar-
ing the particular information. But the arrival of 
AI led to the creation of a large number of repre-
sentative images and satirical memes, which are 
not necessarily factual but still evoke the same 
emotions as real images. In the traditional sense, 
to create mis/disinformation, one uses unrelated 
picture or video along with false narrative to cre-
ate more virality. However, with the arrival of AI, 
even ordinary people are creating representative 
AI images and spreading their false narratives as 
facts.

AI-generated fake images have the same 
kind of convincing nature, sometimes more, com-
pared to unrelated images used in a convention-
al fake news story. Kiran Grimealla and Simon 
Chauchard argue in Nature that even though 
AI-generated images resemble animation, they 
still resonate with the emotions of the audience 
and persuade them to believe in the message. 

Similarly, Hany Farid, a professor at the Univer-
sity of California, said in an interview with NPR 
that these images are designed to push narrative 
and propaganda rather than being purely decep-
tive. 

Most of the deepfake cases involve famous 
personalities as their photographs, speeches and 
videos are available in the public domain. It’s easy 
to create a false narrative around such altered 
multimedia content which can persuade audi-
ences by resonating with biases and pre-conceived 
notions. While it is easy to debunk traditional 
fake news items just by citing the factuality clause, 
it is difficult to fact-check a representative image 
or audio clone apart from just pointing out that 
it is AI-generated. This is true in the context of 
audio clones generated by AI, which are difficult 
to fact-check and declare as fake with 100% cer-
tainty. Several studies indicate that audio clones 
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are one of the popular deep fakes encountered 
across the world.

ai, misinformation anD the orDinary cit-
izen in inDia

In the year 2024, around 50 countries including 
India had general elections. It was expected that 
it could lead to the large-scale rise of election re-
lated deepfakes and AI-generated mis/disinfor-
mation. However, several studies indicated that 
the concerns about AI-induced misinformation 
during the election campaigns were overblown. 
While it is true to some extent, it is important 
to track the phenomenon and its future im-
plications. Also, the impact of this technology 
varies across different societies. For example, in 
India, AI-generated misinformation should be 
approached very contextually. It must be under-
stood by considering various factors, such as the 
ordinary people’s capacity to use the internet, 
vulnerability to online harms, awareness about 
deepfakes, and the array of actors behind mis-
information campaigns.

According to the 2024 report by KANTAR 
and IAMAI (Internet and Mobile Association 
of India), more than half of the internet users in 
India are from the rural parts of the country. The 
Indian rural population has increasingly come 
online with less to no digital literacy. Their digit-
al vulnerabilities have been worsened in recent 
years, led by online harms such as mis/disinfor-
mation and cybercrimes. “Digital Deception In-
dex: 2024 report on deepfake fraud’s toll on India” 
by Pi-labs has revealed that deepfake-related 
cybercrimes in India have increased by 550% 
since 2019. “Digital arrest”, deepfake e-KYC, 
fake trading apps and investment apps endorse 
celebrity deepfakes are a few of the cybercrimes 
that have been shaking the country for the last 
couple of years.

The alarming levels of cybercrime threats 
persisting in India reveal deep-rooted vulner-
abilities among Indians. It coincided with the 
mis/disinformation crisis over the years, which 
has resulted in mob lynchings triggered by cow 
smuggling and child kidnapping rumours, es-

pecially in rural parts of the country. It has also 
resulted in extreme polarisation in society along 
the lines of religious identity, nationalism, and 
other ideologies. Upon further probing the po-
tential reasons behind such vulnerabilities, it is 
evident that a lack of digital literacy and a lack of 
knowledge about the avenues of authentic infor-
mation could be a few reasons among many. 

According to Vice (2020), one of the first 
instances of AI usage in an election campaign 
happened in the 2020 Delhi elections. A deep-
fake video of Manoj Tiwari, a BJP leader, speak-
ing Hindi and Haryanvi spread across thousands 
of WhatsApp groups. This seems like a harmless 
voice clone, but the usage of AI in election cam-
paigns has taken many forms in recent years. In 
the run up to the general elections 2024, a ser-
ies of deepfake video of late M. Karunanidhi, of 
DMK party in Tamil Nadu, a southern state in 
India, were screened in public events. Similarly, 
there were deepfake videos on the of Indian ac-
tors such as Ranveer Singh and Amir Khan, ask-
ing people to vote for the Indian National Con-
gress (INC) party. Similarly, there were several 
deepfake videos of various celebrities in India 
endorsing political candidates, promoting fake 
medicines, and advertising financial scams.

In India, there were several cases of such 
deepfakes triggering a lot of discourse around the 
implications of AI. In some cases, these instances 
even led to punitive actions. Few scholars argue 
that the fear of legal action has resulted in fewer 
cases of deepfakes in the recent elections in India. 
However, in some cases, the state may overstep 
with regard to freedom of speech and democratic 
dissent. In a recent instance, Smita Sabharwal, a 
senior IAS officer in the southern state of Tel-
angana, was summoned and later transferred for 
sharing an AI-generated Ghibli image about the 
controversial land auction by the state govern-
ment at the University of Hyderabad.

Currently, India doesn’t have a dedicated 
fake news law, but often invokes Bharatiya Nyaya 
Sanhita (BNS), 2023, the earlier Indian Penal 
Code to punish citizens for creating and sharing 
mis/disinformation. Similarly, Indian govern-



20 Media Development 3/2025

ment uses Information Technology Act (IT Act) 
2000 and its subsequent intermediary guidelines, 
IT Rules 2021, to address mis/disinformation 
and deepfakes in India. Along with punishment 
for individuals for spreading disinformation, 
this rules also casts specific obligations on social 
media platforms which are referred to as inter-
mediaries.

genDereD anD iDeological Disinforma-
tion

“Gendered disinformation” primarily targets 
women and gender minorities through doctored 
photos, obscene videos and false narratives to de-
fame their character and undermine their cred-
ibility. At the community level, where patriarchal 
notions prevail, such disinformation has severe 
implications for women, which may involve 
physical threats and restrictions on freedom and 
movement. It also hinders women’s access to in-
ternet and education. Cheap fakes were one mode 
of such online harassment, but now AI is aid-
ing this genre of disinformation with more per-
sonalisation, sophistication and anonymity. One 
example of gendered disinformation in India is 
the plethora of AI-generated soft porn images 
of Muslim women with Hindu men. This was 
revealed in an investigative report, “Zalim Hindu 
Porn”, by Aditya Menon from Quint, an India-
based news platform. These scores of AI-generat-
ed images become an ideological tool for digital 
hate spread across social media in a coordinated 
manner.

Similarly, an exclusive report by “Decode” 
of Boom (digital journalism and fact-checking 
platform in India), revealed how text-to-image 
tools are being weaponised to generate hateful 
imagery around certain communities in India. A 
few such harmful representations in AI generat-
ed images include Muslim men as paedophiles, 
stone pelters and other stereotypes. In a socially 
diverse country such as India, there is the danger 
that such hateful trends will be reflected across 
gender, caste, ethnicity, and other identities.

resPonse anD Promises from stakeholDers

Fact-checking initiatives have been the first line 
of respondents to misinformation in India. On 
the other hand, social media platforms have been 
collaborating with these initiatives in the areas 
of debunking claims on their platforms, digital 
media literacy for their users and capacity build-
ing for the factcheckers. Similarly, civil society 
organisations are working at the grassroots, look-
ing for resources to address the AI variants of 
mis/disinformation in their communities. More 
concrete collaborations among these three is es-
sential in the fight against AI variants of mis/
disinformation. The following sections will dis-
cuss the response from these stakeholders and 
also potential areas of solutions.

fact-checking initiatives as front-line 
resPonDents

Fact-checking units have been actively respond-
ing to the AI-generated misinformation, such as 
deepfakes and audio clones. One of the biggest 
challenges for fact-checking initiatives over the 
years is to make their fact-checking article ac-
cessible to the audience. Given the scientific na-
ture of their fact-checking articles, it was difficult 
for an ordinary person to access or understand 
these articles. So, they have started converting 
these long articles into short-form multimedia 
content such as reels, flashcards, Instagram car-
ousels, and other formats.

One of the reasons behind this is to make 
people familiar with the fact-checking tools and 
process, which will serve the digital media lit-
eracy purpose in the long run. In a positive trend, 
fact-checking initiatives in India recognised the 
importance of digital media literacy among their 
audience. Along with factchecks, they also start-
ed creating explanatory videos, fact-checking 
tutorials and other educational content for their 
audience.

In response to AI-induced mis/disinfor-
mation, there are a few initiatives that solely ad-
dress deepfakes in India. Deepfake Analysis Unit 
(DAU) and Logically Facts in India are active-
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ly addressing AI-generated misinformation in 
India, especially deepfakes. DAU has a dedicated 
WhatsApp tipline for citizens to report deepfakes. 
DAU is a part of the Misinformation Combat 
Alliance (MCA), which is similar in its structure 
and purpose to the International Fact-Check-
ing Network (IFCN). Most of the fact-check-
ing initiatives in India are signatories of IFCN 
and the newly established Indian based coalition 
of MCA. One of the promising trends in the 
fact-checking ecology in India is the increased 
collaboration between fact-checkers and news 
publishers. Similarly, the SHAKTI coalition is 
one such collaboration that emerged to cover the 
2024 general elections in India to combat elec-
tion related mis/disinformation.

Such collaborations are critical in a 
multi-language country like India, which can fa-
cilitate the transfer of capacities and knowledge 
within the fact-checker community from differ-
ent states. Also, collaboration among them could 
track the AI-generated information in India in 
real time. This knowledge will help in creating 
and deploying necessary tools to combat AI-gen-
erated mis/disinformation effectively. It also aids 
in creating digital media literacy resources for 
the audience and even capacity-building resour-
ces for fact-checkers and media professionals. 
The rapid developments of AI and its usage in 
the information landscape require fact-checkers 
and media professionals to be up to date with AI 
verification techniques. In a way, these collabor-
ations also give a sense of community and equal 
learning space for the fact-checkers.

social meDia Platforms anD information 
integrity on online sPaces

The recent announcement by Meta to discon-
tinue its third-party fact-checking programme 
in the USA has sent alarm bells across other 
countries, including India. Meta has nearly 100 
fact-checking partners globally, and in India, it 
has 12 partners covering 16 languages. On the 
other hand, the X platform has been watering 
down “informational harm” policies and relying 
almost completely on community notes to ad-

dress mis/disinformation. These developments 
pose a long-term, severe threat to information 
integrity on digital platforms.

Also, in recent years, fact-checking initia-
tives across the world have been facing a cred-
ibility crisis where these entities are being false-
ly appropriated to certain ideologies. Rappler, 
based in the Philippines, and Alt News in India 
are two such initiatives among many across the 
world that have to face threats from both the 
state and ideological groups. Amidst these con-
ditions, social media platforms as responsible big 
tech must work with fact-checking community 
across country and aid in their efforts to fight 
mis/disinformation.

To address the rise of deepfakes in their 
platforms, social media platforms must ensure 
that watermarks or other authenticity indica-
tors are provided on the content generated by AI 
tools. Such measures by technology companies 
can help in users distinguish between deepfakes 
and factual content. It is very important for or-
dinary internet users to distinguish between ori-
ginal content and content altered by AI on the 
social media they consume every day. With the 
tremendous reach to their audience, these plat-
forms should provide AI indicators on deepfakes 
and incorporate digital media literacy content on 
their platforms. Such seemingly simple algorith-
mic measures are a positive step towards infor-
mation integrity on online spaces. 

Technology companies can collaborate 
with fact-checking initiatives to develop AI tools 
that can aid fact-checkers. Also, social media 
platforms should make their platform data more 
accessible to researchers, fact-checkers, and tech-
nology companies to develop free deepfake de-
tection tools for the masses.

civil society organisations anD Digital 
meDia literacy aPProach

Just imagine the kind of impact a deepfake video 
of a local politician inciting religious hatred can 
create in a small community like a village. How 
many of these first-time technology users know 
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about deepfakes or AI? Do they have the cap-
acity to verify or access/read fact-check web-
sites? Do they have avenues of authentic infor-
mation? Are the existing digital media literacy 
or AI awareness programmes contextualised for 
their literacy levels, local culture, and knowledge? 
These are some important questions that need to 
be addressed in order to combat AI-generated 
mis/disinformation at the community level. The 
proposed technological solutions, such as mere 
watermarking on AI-generated content, scientif-
ic fact-checking articles may not be a complete 
solution for communities.

Sophisticated misinformation variants such 
as deepfakes and audio clones may have relative-
ly severe implications for rural communities. AI 
awareness is the first and most important step 
in making these communities safe in the current 
information ecosystem. This basic knowledge 
among individuals can induce healthy scepticism, 
which is the first step in this long battle against 
AI-generated mis/disinformation. Stakeholders 
must come up with a comprehensive and con-
textual digital media literacy approach to create 
resilient communities to these ever-evolving on-
line harms. There are a few civil society organisa-
tions that are fighting mis/disinformation at the 
community level.

Digital Empowerment Foundation (DEF) 
is a Delhi-based non-profit organisation that 
enables opportunities for communities through 
digital tools and digital literacy. They have also 
been addressing the misinformation problem 
at the grassroots through digital media literacy 
toolkits which are contextually developed for 
the communities they work with. Through their 
comprehensive “Media Literacy Awareness and 
Action Plan”, they are using culturally relevant, 
peer-to-peer learning and hands-on training 
toolkits to make communities resilient against 
misinformation. They have also incorporated 
elements of how to recognise misinformation, 
fact-checking, and the concept of AI in their 
curriculums to make these communities aware 
of the implications of AI and misinformation.

Similarly, Ideosync Media Combine, cur-

rently running a programme called the “Bytewise 
Factcheck Fellowship” in partnership with Youth 
Ki Awaz, a citizen media platform in India. This 
digital media literacy programme equips school 
students aged 13-17 years with knowledge about 
the role of AI in mis/disinformation, digital 
tools to fact-check and other skills. Comprehen-
sive media literacy training at a young age is a 
long but promising approach in preserving in-
formation integrity on online spaces. Also, Indi-
an schools need dynamic curriculum which can 
equip students to become aware of mis/disinfor-
mation and deepfakes. One such successful pro-
gramme is “Satyameva Jayate” (Truth triumphs), 
launched in 2021 by the Kerala government, a 
southern state of India. This programme aims at 
infusing responsible digital engagement in stu-
dents, knowledge about mis/disinformation, and 
fact-checking skills.

These case studies reveal the importance 
of digital media literacy in fight against the mis/
disinformation. DEF uses socially and culturally 
appropriated approach to impart digital media 
literacy for village communities. Apart from con-
textualising, they also use various strategies such 
as gamification, peer-to-peer learning which are 
instrumental in engaging communities in learn-
ing activities. Other stakeholders must recognise 
DEF’s approach in realising effective and per-
sonalised digital media literacy awareness for 
citizens.

ai as a Potential solution:
AI detection tools have been emerging in recent 
years, which can be a potential solution for veri-
fying deepfakes. There are a few publicly avail-
able free AI tools for the verification of AI con-
tent which are playing a crucial role in debunking 
scores of AI mis/disinformation generated on a 
daily basis. They include Hiya (deepfake voice de-
tection tool), The Factual (source quality check-
er), Deepfake-o-Meter, Hive Moderation, Logically, 
Originality.ai, AI or Not, and others. These tools 
are helping both fact-checking initiatives and in-
dividuals to verify any AI generated information 
they come across online.

http://Originality.ai
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In an interesting case, Factly, a data tech-
nology company and a fact-checking initiative 
based in Hyderabad, has developed its own AI 
fact-checking tools such as ‘Sach’ and ‘Tagore AI’ 
that can assist them in fact-checking. Factly has 
developed Sach with the support of the Google 
News Initiative. Fact-checking initiatives have 
the advantage of observing the creation and 
spread of deepfakes in real time. Their knowledge 
about variants of deepfakes and fact-checking 
techniques are valuable assets in developing AI 
tools in combating deepfakes and mis/disinfor-
mation effectively. Similarly, social and cultural 
knowledge of civil society organisations at the 
grassroots can help in further contextualising 
such AI tools.

conclusion

Even though the various studies indicate that 
the concerns around AI-generated misinforma-
tion are overblown, it is necessary to foresee the 
implications of this technology in the future and 
track its evolution in the present. With the rapid 
evolution of generative AI, it is imperative that 
the strategies to combat deepfakes should evolve 
too. It is also necessary that these strategies and 
solutions must consider the rural populations due 
to their increased vulnerability to online harms. 
The advent of AI has resulted in not only the 
mass production of deepfakes but also resulting 
in evolving strategies that can create more so-
phisticated mis/disinformation.

In this context, technology companies are 
responsible for sharing the data around emerging 
AI technologies with researchers and academi-
cians. Also, stakeholder collaborations could lead 
to effective strategies to create free and easy-to-
use AI detection tools for citizens by harness-
ing AI. Finally, community centric approach of 
digital literacy programmes, which are social-
ly and culturally contextual, promises resilience 
against ongoing information crisis.
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Ethical journalism 
in the age of AI
Hasani Felix

Journalism is a field which entails 
telling the public what they need 
to know with accuracy, clarity and 
simplicity so everyone can understand. 
The general aim is to provide new and 
relevant information to an intended 
audience. Historically, journalists began 
publishing news utilizing the print 
medium. However, in the contemporary 
era information has been shared through 
more mediums which include radio, 
broadcast television and social media.

Real journalism requires news to undergo a 
method of data collection, content organ-

ization, editorial assessment and public distri-
bution. The Society of Professional Journalists 
(2014) states that the codes of ethics governing 
journalism are seeking the truth and reporting it, 
minimizing harm with content produced, acting 
independently with integrity and impartiality as 
well as being accountable and clear in the choices 
made in gathering information.

Journalism ethics are standards that safe-
guard both the public and the reputation of re-
porters. Nevertheless, applying these ethical 
considerations is a matter of choice as individ-
uals have the inherent ability of free will. Still, 
newsroom editors place high levels of trust in 
reporters hoping that they produce original and 
factual stories. Presently, in the age of Artificial 
Intelligence, information is easier to access and 
there are more avenues to fall into the snares of 
plagiarism as well as inaccuracy. Yet these issues 
existed before Artificial Intelligence, which sug-
gests the issue resides with the ethical standards 
of media practitioners. Maintaining ethical stan-
dards in the journalism industry has become in-

creasingly difficult but it can be done by empha-
sising individual ethical responsibility, promoting 
the codes of ethics in journalism and employing 
Artificial Intelligence checkers within the media 
space.

Of central concern is the necessity to re-
inforce the importance of individual ethical 
responsibility. The philosophy of deontological 
ethics supports this notion in the context of the 
communication industry. Proponents of deonto-
logical ethics believe that adhering to the ethical 
rules and upholding one’s duty is obligatory and 
should be independent of the potential conse-
quences. Gordon (2011) mentions Immanuel 
Kant’s categorical imperative which suggests 
that moral rules should be treated as universal 
laws. This implies that media professionals in the 
field of journalism have a moral duty to act eth-
ically, to not plagiarize the work of others and 
to stick to the code of practices for professional 
journalists. 

This ideology suggests that journalists 
should do the right thing despite the increased 
difficulty for editors and lawmakers to pinpoint 
infringements. Reinforcing the importance of 
individual ethical responsibility in journalists 
whose thought process aligns with Kant’s cat-
egorical imperative and by deontological ethics 
is a realistic measure in maintaining ethical stan-
dards. Gordon (2011) states that this ideology 
appeals to many media professionals as they align 
themselves with the view of telling the truth, be-
ing consistent and not worrying about the con-
sequences. Therefore, reminding these journal-
ists about the ethical principles and practices of 
journalism is a realistic safeguard to protect the 
integrity of this profession regardless of the dif-
ficulties posed by Artificial Intelligence.

Furthermore, there is evidence to support 
the existence of journalists who are morally up-
right despite the potential consequences. Com-
mittee to Protect Journalists (2025) comments 
on the death of Dumesky Kersaint, a journalist 
who was killed while reporting on the murder of 
a man in Haiti in 2023. The organization also 
highlights that a witness told Fabien Iliophène, 
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the founder of the radio station where Kersaint 
worked, that Kersaint was killed after refusing to 
delete photographic evidence of a crime scene 
he was reporting on. This suggests that Kersaint 
understood the importance of his work as a jour-
nalist and was willing to live for it as much as 
he died for it. Kersaint’s commitment to expose 
corruption in Haiti can be seen as an example 
of deontological ethics. The chronology of Ker-
saint’s actions suggests that he valued his moral 
duty to uncover the truth and hold the murder-
ers accountable for their actions. 

Additionally, it suggests that he acted re-
gardless of the consequence of losing his life, 
which aligns with the principles of deontology. 
Specifically, Kersaint’s actions are in harmony 
with Kant’s theory of ethics and the codes of eth-
ics governing journalism as he exhibited plans of 
seeking the truth and reporting it to the public. 
Ultimately, Kersaint’s resolve during the age of 
Artificial Intelligence suggests that it is realistic 
to maintain the ethical standards of journalism 
in this era.

virtue ethics

Another ethical theory which supports the 
perspective of emphasising individual ethical 
responsibility is virtue ethics. Tilak (2020) sug-
gests that virtue ethics is in harmony with im-
portant principles and practices of journalism 
such as trustworthiness, respect, responsibility, 
fairness, truth and self-restraint. Professional 
journalists who align with the moral standards of 
virtue ethics are not influenced by consequences 
such as fear of detection nor is their integrity 
bound to duty and the rules against unethical 
conduct. Rather they perceive morally right de-
cisions as intrinsic.

Journalists who subscribe to the tenets of 
virtue ethics maintain the responsibility to use 
Artificial Intelligence ethically regardless of the 
lack of rules governing its usage in the newsroom. 
Furthermore, proponents of virtue ethics who 
subscribe to the concept of Aristotle’s Golden 
Mean – which describes a character state that 
emphasises making moderate choices – find a 

balanced approach between two extremes (Gor-
don, 2011). While some believe that Artificial 
Intelligence should not be used in journalism and 
others exploit its capabilities, virtue ethicists up-
holding Aristotle’s Golden Mean would aim to 
thoroughly investigate and verify facts they ob-
tain from Artificial Intelligence and review the 
information generated from it to report truthful-
ly and accurately.

Another issue of great importance is the 
need to promote the codes of ethics in journal-
ism from a pragmatic perspective, especially in 
the age of Artificial Intelligence. Pragmatism 
focuses on implementing practical approaches 
that will allow journalism to be more functional, 
ethical and sustainable despite the current chal-
lenges presented by technological advancements.

There are cases where Artificial Intelligence 
has been exploited and potentially has negative 
repercussions. Ortiz (2024) states that a Wyo-
ming reporter used fake quotes in his news story 
that were created by Artificial Intelligence, and 
he failed to interview the people he quoted. This 
led to the editor having to apologise for not de-
tecting this error and affected the reputation of 
the media house. Furthermore, this infringes on 
the codes and ethics of journalism as a profession.

However, the issues of plagiarism and drift-
ing away from the ethical codes of conduct start-
ed before Artificial Intelligence’s introduction to 
the newsroom. Kurtz (1996) mentions former 
journalist Janet Cooke who won the 1981 Pul-
itzer Prize for a news story about an 8-year-old 
heroin addict which was eventually proven fake. 
This bogus story was not written with Artificial 
Intelligence, but it still lacks integrity, fails to tell 
the truth and causes harm to the public. 

Additionally, through the lens of pragma-
tism it can be suggested that a practical measure 
to combat unethical conduct and plagiarism is to 
allow the use of Artificial Intelligence while im-
plementing rules which align with the codes of 
ethical journalism. Aftonbladet and VG, which 
are two news outlets owned by the news corpor-
ation Schibsted, have similar codes and guide-
lines as they state that all published materials 
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should be reviewed by humans and all generative 
AI content must be manually approved before 
being disseminated to the public respectively 
(Cools, 2023). These are some practical steps to 
ensure that Artificial Intelligence is not abused 
but rather ethically included. Cools (2023) also 
states that both Aftonbladet and VG mention 
that when they use AI-generated material, the 
content is to be labelled clearly so that everyone 
receiving the information understands that Arti-
ficial Intelligence was included. 

This aligns with the pragmatic ideology of 
implementing practical steps and focuses on the 
journalistic ethical aspect of transparency. (Ko-
dilinye, 2009) states that media houses should 
prioritize being transparent and ensure that they 
implement rigorous fact-checking. These instruc-
tions are applicable when utilizing pragmatic 
thinking to combat the imperfections exhibited 
in gatekeeping. In essence, Artificial Intelligence 
can be utilized in journalism, but it must be done 
ethically, transparently and with clear guidelines 
governing its incorporation.

Another integral necessity in maintaining 
the ethical integrity of journalism is imple-
menting software in media houses that are ca-
pable of tracking and detecting the usage of 
Artificial Intelligence.

From a utilitarianism perspective – which 
states that an action is morally correct if it maxi-
mizes happiness for most people while mini-
mizing harmful outcomes – implementing AI 
trackers can help prevent plagiarism and uphold 
ethical reporting by maximizing the public trust 
and accuracy. Utilitarianism justifies using AI 
tools to detect and prevent violations of accur-
acy and credibility of news as this overall benefit 
to society exceeds any inconvenience placed on 
reporters. Tilak (2020) emphasizes the import-
ance of avoiding plagiarism and maintaining the 
integrity of work.

safeguarDing rePutations

Artificial Intelligence tools can effectively scan 
large amounts of text and identify similarities to 
uphold ethical standards. These tools can act as 

a safeguard which protects media houses repu-
tation and their authentically produced content. 
Furthermore, Artificial Intelligence could be 
trained to identify reporting practices that are 
violations as mentioned by Tilak (2020) such as 
being biased, stereotyping or invading privacy. 

This creates the opportunity to bolster the 
ethical nature of journalism and is of consider-
able benefit to the public as Artificial Intelli-
gence acts as a watchdog who ensures reporting 
is done with fairness, responsibility and integrity. 
Drozdowski (2023) highlights Turnitin’s new 
Artificial Intelligence detector stated to have 98% 
accuracy in spotting AI generated content. He 
also mentions that Turnitin was able to pinpoint 
the difference in three essays he submitted: one 
without any AI, another fully written by AI and 
also one partially written by AI, with substantial 
accuracy. This suggests that it is feasible for simi-
lar detectors to be used in the field of journalism 
to detect plagiarized articles and pinpoint which 
sections of the article are not written by a human.

In totality, maintaining ethical standards in 
journalism amid the rise of Artificial Intelligence 
is important and requires a multilayered approach. 
By reinforcing individual ethical responsibil-
ity through deontological ethics, journalists can 
adhere to moral principle despite the potential 
consequence. The case of reporter Dumesky Ker-
saint exemplifies how professional integrity can 
withstand external pressures in the face of per-
sonal risks. Furthermore, promoting journalistic 
codes and ethics by utilizing pragmatic solutions 
ensures that Artificial Intelligence is used at a 
toll for enhancing the field of journalism rather 
than deception of the public. 

Newsrooms need to create clear guidelines 
as portrayed by media houses owned by Schib-
sted where human oversight and transparency 
are necessary factors when utilizing AI-gener-
ated content. Moreover, including AI tracking 
software aligns with utilitarianism by minimiz-
ing misinformation and maximizing societal 
trust. Turnitin’s AI detection technology is an 
example that using such systems can maintain 
authenticity in journalism. Virtue ethics encour-



27 Media Development 3/2025

ages journalists to find a balance between AI 
usage and ethical reporting. Ultimately, ethical 
journalism is a goal that requires constant vigi-
lance, accountability and unwavering commit-
ment to accuracy. All things considered; these 
measures can uphold the ethical standards with-
in the media room despite the growing challenge 
faced by Artificial Intelligence. n
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Needed: An 
antidote to 
misinformation 
in the Caribbean
Ricardo Brooks

It was with some interest that I noted 
that the 2025 Global Risk Report by 
the World Economic Forum identified 
misinformation and disinformation as 
the most pressing risk facing the world 
over the next two years.

Admittedly, at first glance one could be for-
given for questioning that declaration. After 

all, there is the evolving threat of climate change, 
increasing levels of economic insecurity, and the 
ever-present threat of war and geopolitical con-
flict. Yet despite these very real concerns, there is 
a certain wisdom in seeing misinformation and 
disinformation as existential threats to human 
interaction and, more specifically, public dis-
course.

I do not mean to be hyperbolic, but inso-
far as increasing levels of misinformation and 
disinformation risk polarising society, I believe 
we ought to take the threat seriously. This is par-
ticularly true for small societies in the Caribbean 
that have been bedevilled by political systems 
that have not always delivered in the way they 
ought to for the people of the region.

That failure has left generations of citizens 
disaffected, disillusioned, and dissatisfied. The 
consequence of this cynicism and malaise is a 
population of fertile minds in which the seeds 
of misinformation and disinformation can take 
root and grow.

It is exactly because Caribbean people are 
so vulnerable to the distortions of information 
that we need to be most vigilant against this 
threat. Already we are seeing the polarising effect 
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misinformation can have on the body politic and 
society at large. 

In Jamaica, for example, there has been an 
explosion of vloggers on YouTube. While not all 
of them are seeking to poison minds, a great deal 
of them are quite content to share political con-
spiracies, health myths, and security lies. These 
outcomes threaten the credibility and reliability 
of many of society’s most cherished institutions. 
We should take it seriously.

Unfortunately, many governments, civil so-
ciety actors, and the media are only now waking 
up to the potency of this threat because it is ef-
fectively sidelining them in the battle for ideas. 
Many of them are losing what the Jamaican 
Prime Minister, Andrew Holness, has identified 
as the battle for the mind.

Incumbent governments are becoming 
prone to sustained misinformation campaigns 
that imperil their re-election prospects, civil so-
ciety advocates are being burdened by conspir-
acy theories about their funding and motiva-
tions, and the media are facing a financial fight 
for eyeballs and ears in an increasingly splintered 
environment that seems to prioritise the sensa-
tional over the factual. In that sense, bad faith 
actors are incentivised to dabble in the cesspool 
of misinformation and disinformation.

havens of misinformation anD Disinfor-
mation

The situation is further complicated by United 
States’ technology giants, which see value in 
maintaining on their platforms online commun-
ities where lies flourish and truth dies. Some of 
these communities have become havens of mis-
information and disinformation. Instead of hav-
ing to confront facts, already disaffected and dis-
enchanted citizens can now wall off themselves 
in these spaces and wallow in their misery and 
discontent, all the while being reinforced in their 
beliefs by misinformation.

That is a dangerous cocktail for any soci-
ety. We have already seen in sections of Europe 
where that kind of outcome leads to violent rad-

icalisation and in some instances anti-immigrant 
nationalism. Other developed societies have also 
seen the rise of fringe groups who are sometimes 
led to extremes by the misinformation they con-
sume.

The Caribbean has not been immune from 
these risks. To that end, Facebook’s recent an-
nouncement that it was abandoning independent 
fact-checkers in favour of user moderation is but 
another step along the path of disregarding the 
legitimacy of the truth. These technology giants 
are stepping back from their duty to combat mis-
information and disinformation at precisely the 
point where there’s a need for more vigilance, not 
less. The rise of artificial intelligence will result in 
an entirely different beast, with as many threats 
as opportunities.

Despite the bleak outlook, I do not believe 
all is lost. In fact, it requires an acceptance that 
if so-called “Big Tech” is not going to assist us 
to combat bad faith actors who weaponize in-
formation, it is important for societies across the 
region to start finding ways of at least arming our 
populations to be more discerning in the infor-
mation they consume. 

We need to see proper, structured media 
literacy campaigns as not just nice-to-haves, but 
need-to-haves. We need to start training our 
people from a young age, particularly those who 
are digital natives and must navigate technol-
ogy’s many complexities, how to think critically 
about information and content they consume.

Caribbean societies must see the threat of 
misinformation and disinformation for what it 
is and combat it now. Regional communication 
scholars need to do more to make their scholar-
ship relevant to the deficits faced by our people. 
It must be an all-of-society approach.

I’m not convinced that the proliferation 
of misinformation and disinformation has to be 
the norm. I’m not convinced that generations of 
young people have to grow up being strangers to 
the truth. That does not have to be our rule. In 
fact, I would much rather it be the exception. n

Ricardo Brooks is a Jamaican journalist.
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Power, 
responsibility, 
and trust: A 
framework for 
communication 
governance in 
the digital age
Cordel Green

In a world where the flick of a thumb can 
transmit ideas across continents, ignite 
social movements, or unleash torrents of 
disinformation, the question before us is 
urgent: how do we safeguard the public 
interest in this vast and often uncharted 
communication space? How do we 
ensure that the environment in which 
ideas, news, and opinions flow remains a 
force for truth, inclusion, and democracy – 
rather than division, manipulation, and 
harm?

This is not a challenge for regulators alone. It 
requires action by politicians, policy mak-

ers, power brokers, technology leaders, educa-
tors, journalists, students, and every citizen who 
participates in public discourse. It is a challenge 
that will define the integrity of democracy and 
the strength of our social fabric for generations 
to come.

the Balance of Power has shifteD

The reality is stark. The balance of power in the 
information ecosystem has shifted dramatically. 
Today, global digital platforms wield influence 
that surpasses the resources and reach of most na-
tion states. Their algorithms and infrastructures, 

designed to maximise engagement and profit, 
shape what billions see, hear, and believe – often 
with little transparency or accountability. 

The cracks in our digital realities are evi-
dent through the convergence of nanotechnol-
ogy, bio-technology, information technology, 
neuro-technology, artificial intelligence, and the 
socio-cultural undercurrents they set in mo-
tion: legal systems that strain to keep up; trust 
under stress; creativity being liberated – and con-
strained; the blurred lines between creation and 
control; the hidden biases in algorithms; and the 
silent exclusions in access.

Meanwhile, users, no matter how digitally 
literate or well-intentioned, navigate an environ-
ment where even the most sophisticated critical 
thinkers are outmatched by the speed, scale, and 
opacity of these systems. What was once a man-
ageable national space of broadcasters and news-
papers has become a borderless, high-velocity 
sphere in which truth competes with falsehood, 
trust is fragile, and harm can spread at unpreced-
ented rates.

This is the definition of the modern mis-
sion: to ensure that human values – not just data 
and algorithms – shape the systems and societies 
we build. 

resPonsiBility must follow Power

Faced with these realities, we must abandon out-
dated notions of equal responsibility. In this era, 
it must be proportionate to power and capacity. 
The greatest responsibility falls to those who have 
the greatest capacity to shape our information 
environment: the digital platforms whose sys-
tems determine what content is amplified, what 
is suppressed, and what is monetised. They bear 
a systemic duty of care, an obligation to design 
systems that do not simply profit from attention 
but protect against foreseeable harms.

Governments must act as stewards of the 
public interest, setting standards that reflect our 
values, convening diverse voices to co-create 
solutions, and safeguarding the rights of citizens. 
An independent regulator remains crucial, not as 
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an enforcer of outdated rules, but to build frame-
works that enable a healthy, trusted communica-
tion space. Content creators, too, must play their 
part by embracing ethical norms of accuracy, fair-
ness, and transparency. And citizens, supported 
by strong national digital, media and informa-
tion literacy initiatives, must be equipped to en-
gage critically and responsibly in this dynamic 
information environment.

Big iDea: the PuBlic interest comPact

But the pressing question remains: how can a 
small nation like Jamaica, with limited jurisdic-
tional leverage, inspire these global actors to act 
in our shared interest? A proposed solution is the 
Public Interest Compact.

The Public Interest Compact is an invita-
tion to digital platforms to enter into voluntary, 
public agreements that affirm their commitment 
to transparency, safety, inclusion, and support for 
national digital trust initiatives. These compacts 
are not about coercion or levies that we cannot 
realistically enforce. They are about partnership. 
They are about positioning the state as a princi-
pled, collaborative actor that offers Big Tech the 
opportunity to demonstrate leadership, rather 
than resist regulation.

Through these compacts, platforms would 
commit to sharing data on disinformation and 
harmful content trends specific to a country, sup-
porting digital and media literacy efforts through 
tools, content, and micro-grants, and working to 
co-design standards that reflect values of fairness, 
truth, and inclusion.

turning Power into PartnershiP

What makes the Public Interest Compact power-
ful is that it leverages what Big Tech will grow to 
value more: public trust, reputational legitimacy, 
and the opportunity to showcase good corporate 
citizenship. It allows a small state to punch above 
its weight, not by matching the might of these 
companies, but by offering a credible, construct-
ive path that aligns with their interests and ours. 
The Compact offers a realistic, positive way for-

ward at a time when adversarial regulation would 
achieve little more than performative resistance.

a call to shaPe the future together

The time to act is now. The health of our democ-
racy, the resilience of our society, and the strength 
of our civic discourse depend on the choices we 
make today. The Public Interest Compact is not 
just a policy tool. It is a statement about commit-
ment to shaping a communication environment 
where truth flourishes, inclusion is real, and trust 
can be restored. It is an opportunity for the gov-
ernment to lead, not by force, but by example – 
to show that small states can be innovators in 
digital governance, principled in purpose, and 
bold in vision.

Jamaica has long been admired for the 
strength of its voice and the clarity of its prin-
ciples on the world stage. It could now be the 
nation that helps chart a new course for com-
munication governance: a model of power shared 
responsibly, of trust rebuilt collaboratively, and of 
hope renewed through action. n

Cordel Green is Executive Director of the Broadcasting 
Commission of Jamaica. His other affiliations include being Vice-
Chairman of the UNESCO Information For All Programme 
(IFAP), Chairman of the UNESCO IFAP Working Group on 
Information Accessibility and Member of Jamaica’s National AI 
Task Force.
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Can machines 
think? What 
feminism can 
teach us about 
ethical AI 
development 
beyond de-
biasing
Laine McCrory

A significant catalyst for the development 
of artificial intelligence (AI) research 
occurred when computer scientist Alan 
Turing asked the question: can machines 
think? In his research, Turing evaluated 
whether users could tell the difference 
between two different terminals – one 
of which was controlled by a human, 
and the other controlled by a machine. 
A machine passed this test (deemed the 
“Turing Test”) as long as it could convince 
a human user that it was interacting 
with a human rather than a machine.

Following this question, the next decades of 
computer science research examined the idea 

of how human intelligence can be replicated in 
algorithms. In 1956, the term “artificial intel-
ligence” was coined as part of the Dartmouth 
Summer Research Project on Artificial Intelli-
gence, a conference of leading computer scientists 
studying machine learning. From the Dartmouth 
Summer Research Project, numerous develop-
ments in computer science and engineering have 
occurred, highlighting that the seemingly rapid 
development of AI tools is the result of decades 

of research, theorization, and development that 
still aims to answer the question: can machines 
think?

Currently, a commonly accepted account 
of AI is found in the OECD’s formal definition, 
which was passed in March 2024 and forms the 
basis of many policy and research objectives:

An AI system is a machine-based system that, 
for explicit or implicit objectives, infers, from 
the input it receives, how to generate outputs 
such as predictions, content, recommendations, 
or decisions that can influence physical or vir-
tual environments. Different AI systems vary 
in their levels of autonomy and adaptiveness 
after deployment (OECD, p.4).

This definition recognizes the variety of 
ways in which AI can be developed, as well as al-
luding to the potential outputs that the systems 
create, which may lead to harmful impacts. Most 
commonly, the harms of AI are presented as indi-
vidual threats to autonomy and privacy that may 
lead to reputational damage, physical injury, eco-
nomic loss, or discrimination. We have seen this 
proliferate with the risk of deep fakes, chatbots 
and misinformation. As a way to address these 
harms, initiatives from both industry and policy-
makers have worked to build ethical AI systems.

BuilDing ethical ai
Within industry, ethical AI development focuses 
on designing systems according to the principles 
of Fairness, Accountability, Transparency and 
Ethics (‘FATE’), with industry actors taking the 
lead on how to design standards and practices 
that align with the principles. Industry approach-
es to ethical AI development can often occur as 
cooperative agreements between corporations 
– such as the Montreal Declaration on Respon-
sible AI – or as individual values within com-
panies themselves. However, these guidelines are 
often described as voluntary commitments, as 
they encourage responsible development without 
placing requirements and penalties for failing to 
develop ethical systems. They argue that because 

https://www.cs.mcgill.ca/~dprecup/courses/AI/Materials/turing1950.pdf
https://www.cs.mcgill.ca/~dprecup/courses/AI/Materials/turing1950.pdf
https://home.dartmouth.edu/about/artificial-intelligence-ai-coined-dartmouth
https://home.dartmouth.edu/about/artificial-intelligence-ai-coined-dartmouth
https://home.dartmouth.edu/about/artificial-intelligence-ai-coined-dartmouth
https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/03/explanatory-memorandum-on-the-updated-oecd-definition-of-an-ai-system_3c815e51/623da898-en.pdf
https://www.technology-innovators.com/ethics-by-design-navigating-the-complexities-of-fairness-accountability-transparency-and-explainability-fate-in-ai-systems/
https://montrealdeclaration-responsibleai.com/
https://montrealdeclaration-responsibleai.com/
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engineers are the most informed about the tech-
nical architecture of the systems, they are capable 
of addressing the individual harms that may arise.

In addition, advocates for industry-led ap-
proaches to ethical AI development highlight 
how the rapid pace of technological development 
often outpaces policy. Yet, these industry-led in-
itiatives have faced criticism for relying on vol-
untary principles and framing harms as issues 
that can be solved through technical fixes, such 
as the FATE principles. Without a framework 
that requires compliance, critics argue that it is 
difficult to ensure that these AI systems will be 
built ethically.

On the other hand, there has also been an 
increase in policies that promote ethical AI de-
velopment, both at national and international 
levels. The EU AI Act, which was passed in 
March 2024, has quickly gained prominence as a 
guideline for risk-based AI policies. The EU AI 
Act differs from voluntary agreements like the 
Montreal Declaration, to both promote innova-
tion and minimize the risks of AI development. 
The Act assigns AI systems according to four 
different categories of risk: unacceptable-, high-, 
limited- and minimal-risk applications. By pro-
moting different categories of risk, the Act im-
poses requirements for trust, transparency, and 
accountability upon the systems.

This differs from the voluntary approach-
es, as AI developers are required to comply with 
the Act, rather than able to choose to adhere to 
the goals of the Act. Those who support the AI 
Act argue that this requirement could lead to an 
increase in public trust of AI. However, certain 
critics are sceptical of the AI Act’s role in in-
creasing public trust, as it does not address the 
immaterial harms caused by AI and the need for 
user agency.

BeyonD De-Biasing systems

While they are different in who leads, both of 
these approaches focus on promoting innovation 
while preventing individual risks. They reiterate 
the practice of debiasing as a process of miti-
gating biases in algorithms to align with certain 

principles, preventing the potential for harm. Yet 
in focusing on the risks at an individual and tech-
nical level, these approaches do not address the 
systemic harms ingrained in the technological 
and policy development processes. Rather than 
adhering to the definition of AI as proposed by 
the OECD, scholar of critical AI Kate Crawford 
argues that we must understand artificial intel-
ligence as “both embodied and material, made 
from natural resources, fuel, human labor, infra-
structure, logistics, histories, and classifications,” 
(Crawford, p. 8). She sees AI as impacting more 
than individuals, as these systems are designed as 
structures of power and control.

Crawford also argues that AI research is 
built on a myth that intelligence is something 
that can be quantified, captured, and measured 
independently from social and political realities. 
The harms of AI systems extend far beyond the 
individual, as these systems have been used to 
facilitate digital redlining of marginalized com-
munities, misclassify people who do not conform 
to the gender binary, reinforce ableist stereotypes 
of disability, and deepen racial inequalities. As 
these systems are built on data that does not 
recognize the systemic biases inherent in it, AI 
technologies often reiterate harmful historical 
practices of marginalization and discrimination.

When such deep-rooted biases are only 
addressed through individual fixes in policy and 
technical design, they fail to recognize the pat-
tern of collective harm. Thus, it is important to 
consider the limits of AI ethics discourses, and 
instead talk about power. 

what can feminism teach us aBout ethical 
ai DeveloPment?
In order to address the systemic harms caused 
by AI, there is a need to understand AI itself as 
a system of power, as described by Kate Craw-
ford. Systemic biases cannot be “programmed 
out” as they are interconnected with every aspect 
of daily life, even if they have become invisible 
or normalized. Feminist research is particularly 
important in this field, as feminists argue that the 
personal is political, meaning that politics play a 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3761871
https://facctconference.org/static/papers24/facct24-128.pdf
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://yjolt.org/sites/default/files/wachter_26yalejltech671.pdf
https://news.mit.edu/2024/researchers-reduce-bias-ai-models-while-preserving-improving-accuracy-1211
https://katecrawford.net/atlas
https://slate.com/human-interest/2018/03/automating-inequality-author-virginia-eubanks-on-how-algorithms-can-punish-the-poor.html
https://slate.com/human-interest/2018/03/automating-inequality-author-virginia-eubanks-on-how-algorithms-can-punish-the-poor.html
https://medium.com/acm-cscw/how-computers-see-gender-7407c81b4015
https://ainowinstitute.org/publications/disabilitybiasai-2019
https://www.aclu.org/news/privacy-technology/how-artificial-intelligence-can-deepen-racial-and-economic-inequities
https://www.technologyreview.com/2021/04/23/1023549/kate-crawford-atlas-of-ai-review/
https://www.britannica.com/topic/the-personal-is-political
https://www.britannica.com/topic/the-personal-is-political
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role in our lives in many different ways. Kim-
berlé Crenshaw, a legal scholar who focussed on 
the ways that Black women were marginalized 
within the legal system due to their existence at 
the intersection of race and gender, coined the 
term “intersectionality” in 1989 to describe how 
systems of overlapping power mean that differ-
ent groups experience harm along multiple axes. 
Feminist research operates with a goal of expos-
ing and challenging structures of power, a prac-
tice which has been embraced by feminist tech 
researchers such as Catherine D’Ignazio and 
Lauren Klein.

In their book Data Feminism, D’Ignazio 
and Klein highlight how tech development 
comes from histories of counting and classifica-
tion that sought to control marginalized groups. 
They argue that feminist research on the hist-
ories and futures of AI must challenge these 
practices and build collective agency. A focus on 
intersectionality argues that as harm comes from 
multiple different axes, addressing one source 
of oppression – for instance, gender inequality 
– will not lead to justice for everyone, as there 
are many people who are oppressed along mul-
tiple lines. As such, approaches to addressing the 
specific risks of AI must attend to these inter-
sectional harms by respecting and cultivating a 
diverse range of agency and expertise outside of 
the purely technical spheres. 

One way to work towards this range of ex-
pertise is to use policy to promote digital citizen-
ship as a way for users to actively engage with 
and impact the future of AI development. For 
Engin Isin and Evelyn Ruppert, the digital cit-
izen is a distinct role that comes about through 
an individual acting as part of a broader col-
lective to both learn about digital systems, and 
promote digital rights. Digital citizenship em-
phasizes how one should be actively involved in 
the creation of rights and responsibilities, rather 
than have perspectives universally imposed upon 
them. Therefore, for digital citizens to active-
ly participate, policy must develop meaningful 
methods of engagement.

Digital citizenship involves two processes: 

enactment and inscription. Inscription involves 
how users claim rights through legal processes, 
while enactment refers to the role that users have 
in defining what these rights are. While inscrip-
tion is particularly important, focussing only on 
the ways that digital citizens can be impacted by 
a system does not give them agency. Rather, there 
is a need to embrace the importance of digital cit-
izenship as a participatory project, where policy 
supports enactment processes.

These enactment processes see individuals 
and collectives as essential to the policymaking 
process, arguing that if policy wants to address 
the systemic harms felt by marginalized groups 
within AI systems, these groups must be con-
sidered as central actors in the policymaking 
process through a process of meaningful engage-
ment. Meaningfully engaging groups involves 
critically examining relationships of power and 
access, to highlight that within the AI ecosystem 
certain technical and policy voices are privileged 
over others.

In its current structure AI policymaking 
often happens within high-level groups con-
sisting of a network of experts with very little 
representation from those outside of technic-
al, industry and academic spheres, or within 
consultations and forums that are riddled with 
power imbalances. A feminist approach to build-
ing digital citizenship in the age of AI involves 
building from the participatory methods that 
promote equitable involvement and collective 
ownership, such as data trusts and stewardship, 
as well as participatory methods including mini 
publics, citizens juries, and community oversight. 
These processes involve putting digital citizens at 
the heart of decision making, while focussing on 
addressing barriers to participation through an 
equity-focussed lens that accounts for histories 
of marginalization.

Feminism can teach us a lot about who 
goes noticed and unnoticed in both AI develop-
ment and policy. In her book Living a Femin-
ist Life, Sarah Ahmed demonstrates how some 
of the most important work done towards so-
cial change can be generated by using feminism 

https://data-feminism.mitpress.mit.edu/
https://research.gold.ac.uk/id/eprint/29321/7/Isin%20and%20Ruppert%20(2020)%20Being%20Digital%20Citizens_Second%20Ed_OA.pdf
https://oecd.ai/en/community
https://www.cigionline.org/articles/aidas-consultation-theatre-highlights-flaws-in-a-so-called-agile-approach-to-ai-governance/
https://www.cigionline.org/articles/what-data-trust/
https://datajusticelab.org/wp-content/uploads/2021/06/PublicSectorToolkit_english.pdf
https://www.dukeupress.edu/living-a-feminist-life
https://www.dukeupress.edu/living-a-feminist-life
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to call attention to problems that go unnoticed 
and connecting them to systems of power. Much 
of this work is done not by academics or engin-
eers, but those who have lived experience and the 
knowledge to know what a community needs 
to flourish. In proposing a feminist account of 
the limits of ethical AI development as well as a 
method that these limits can be challenged, I re-
iterate the importance of critically analysing how 
our policy frameworks address the harms posed 
by AI. Embracing the importance of feminist re-
search and participatory digital citizenship rec-
ognizes the importance of not only examining 
power but of developing strategies to shift power 
as well. n

Laine McCrory is a Master’s student in the Joint Program in 
Communication and Culture at Toronto Metropolitan University 
and York University, and an incoming doctoral student at New 
York University in Media, Culture and Communication. Her 
research focuses on the intersection of feminism, policy and 
artificial intelligence. In addition to her academic work, Laine 
has been a Digital Policy Hub fellow with the Centre for 
International Governance Innovation, and is the founder of the 
Techno-Feminist AI Syllabus.

A digital 
milestone: New 
resolution on 
human rights 
defenders and 
new technologies 
adopted by the 
UN Human Rights 
Council
Francia Baltazar and Paula Martins

The Association for Progressive 
Communications (APC) welcomes the 
landmark resolution on human rights 
defenders and new and emerging 
technologies adopted by consensus at the 
58th session of the UN Human Rights 
Council on 4 April 2025. This resolution 
addresses many of the concerns that APC 
and our partners have been advocating 
for in recent years and represents an 
important step forward for the protection 
of human rights defenders (HRDs), 
including women human right defenders 
(WHRDs), in the digital age.

Led by Norway and co-sponsored by over 
50 countries, this resolution signals strong 

international commitment to ensure the protec-
tion of HRDs worldwide. APC was actively in-
volved throughout the drafting process, provid-
ing written inputs and meeting with delegations. 
The final text incorporates recommendations 
from civil society, including points that had been 
raised by APC.

https://www.cigionline.org/people/laine-mccrory/
https://www.cigionline.org/people/laine-mccrory/
https://technofeministsyllabus.wordpress.com/


35 Media Development 3/2025

The path to consensus was not easy: the ne-
gotiation process required 12 informal sessions 
to agree on the text, with some actors attempt-
ing to weaken provisions through amendments. 
Despite these challenges, the resolution was ul-
timately adopted without a vote, representing a 
significant victory for the HRDs movement.

key achievements in the resolution

The resolution introduces commitments for both 
governments and private companies on a range 
of digital issues, including the following:

1. Biometric mass surveillance
For the first time in a UN resolution, govern-
ments are called upon to ensure that biometric 
identification and recognition technologies, in-
cluding facial recognition, are not used for mass 
surveillance by public or private actors. This is 
a significant advancement in protecting HRDs 
from emerging surveillance threats.

2. Internet shutdowns and connectivity
The resolution explicitly addresses not only in-
ternet shutdowns but also other practices that 
impede connectivity, including filtering and 
throttling measures. It encourages diverse 
technological solutions to advance connectivity, 
including creating an enabling environment for 
small, non-profit and community-centred inter-
net operators.

3. Spyware and surveillance
The resolution calls on states to “refrain from or 
cease the use or transfer of new and emerging 
technologies, including artificial intelligence ap-
plications and spyware” that cannot be operated 
in compliance with international human rights 
law. It also calls for mechanisms to provide ap-
propriate remedies for victims of surveillance-re-
lated violations.

4. Business responsibility
The text underscores the responsibility of busi-
ness enterprises, particularly those in the tech 

industry, to respect human rights, including the 
rights of HRDs. It encourages companies to im-
plement human rights due diligence throughout 
the life cycle of their products and services.

5. Strategic lawsuits against public participa-
tion (SLAPPs)
The resolution calls on governments to adopt 
and implement laws and policies that discour-
age strategic lawsuits against public participation 
targeting journalists, media outlets and HRDs.

6. Online attacks against women
The resolution condemns online attacks against 
women and girls, including gender-based vio-
lence and abuse facilitated by technology, such 
as doxxing, deepfakes and online harassment. It 
calls for gender-responsive approaches to address 
these particular forms of online discrimination.

looking forwarD

UN resolutions are not binding documents; 
however, they represent a strong political com-
mitment by states to act in line with their inter-
national human rights obligations and carry sig-
nificant normative weight. APC will continue to 
work with partners to ensure that these commit-
ments translate into concrete action at the na-
tional level to protect human rights defenders in 
the digital age.

While this resolution represents significant 
progress, some important issues remain unad-
dressed. Initially, the resolution included a ref-
erence to transnational repression, but this was 
removed in the final version, though indirect ref-
erences remain. The resolution also lacks explicit 
recognition of the positive role of child HRDs 
in the digital space and their specific protection 
needs.

As part of the resolution’s implementa-
tion, the Office of the UN High Commissioner 
for Human Rights (OHCHR) is mandated to 
convene three regional workshops to assess risks 
created by digital technologies for HRDs and 
identify best practices to address these concerns. 
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The OHCHR will also prepare a report with rec-
ommendations for improved responses to these 
risks, to be presented at the 63rd session of the 
Human Rights Council.

The adoption of this resolution is a tes-
tament to the power of collective civil society 
advocacy. It provides a framework for holding 
states and companies accountable for protecting 
those who defend human rights in an increas-
ingly digital world. Now, implementation will 
pose us with the challenge of transforming these 
commitments into meaningful protections for 
HRDs around the world and across regional and 
local contexts. Source: APC, 24 April 2025.

A human rights 
approach to AI
UNESCO

Ten core principles lay out a human 
rights centred approach to AI ethics.
1. Proportionality and Do No Harm
The use of AI systems must not go beyond what 
is necessary to achieve a legitimate aim. Risk as-
sessment should be used to prevent harms which 
may result from such uses.

2. Safety and Security
Unwanted harms (safety risks) as well as vul-
nerabilities to attack (security risks) should be 
avoided and addressed by AI actors.

3. Right to Privacy and Data Protection
Privacy must be protected and promoted through-
out the AI lifecycle. Adequate data protection 
frameworks should also be established.

4. Multi-stakeholder and Adaptive Govern-
ance & Collaboration
International law & national sovereignty must 

be respected in the use of data. Additionally, par-
ticipation of diverse stakeholders is necessary for 
inclusive approaches to AI governance.

5. Responsibility and Accountability
AI systems should be auditable and traceable. 
There should be oversight, impact assessment, 
audit and due diligence mechanisms in place to 
avoid conflicts with human rights norms and 
threats to environmental wellbeing.

6. Transparency and Explainability
The ethical deployment of AI systems depends 
on their transparency & explainability (T&E). 
The level of T&E should be appropriate to the 
context, as there may be tensions between T&E 
and other principles such as privacy, safety and 
security.

7. Human Oversight and Determination
Member States should ensure that AI systems 
do not displace ultimate human responsibility 
and accountability.

8. Sustainability
AI technologies should be assessed against their 
impacts on ‘sustainability’, understood as a set of 
constantly evolving goals including those set out 
in the UN’s Sustainable Development Goals.

9. Awareness & Literacy
Public understanding of AI and data should be 
promoted through open & accessible education, 
civic engagement, digital skills & AI ethics train-
ing, media & information literacy.

10. Fairness and Non-Discrimation
AI actors should promote social justice, fairness, 
and non-discrimination while taking an inclu-
sive approach to ensure AI’s benefits are access-
ible to all.

Source: https://www.unesco.org/en/artificial-intel-
ligence/recommendation-ethics

https://www.apc.org/en/news/digital-milestone-new-resolution-human-rights-defenders-and-new-technologies-adopted-un-human
https://www.apc.org/en/news/digital-milestone-new-resolution-human-rights-defenders-and-new-technologies-adopted-un-human
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Indigenous 
Peoples and the 
Media
UNESCO

“In a world increasingly influenced by 
media narratives, the representation 
of Indigenous Peoples in the media has 
far-reaching implications for their rights, 
cultural and linguistic preservation, 
economic empowerment, well-being 
and inclusion in society,” states the 
introduction to a new publication 
from UNESCO. Based on extensive 
research, it concludes with 12 key 
recommendations for future action.

1. ensuring rights, freeDom of exPression 
anD access to meDia

Indigenous Peoples have the right to establish 
their own media and access non-Indigenous 
media platforms – radio, television, print and 
digital – without discrimination. Yet, this right is 
not fully realized, threatening pluralism, diversity, 
reconciliation and peaceful co-existence. Ensur-
ing freedom of expression and access to infor-
mation and media development is essential for 
well-being, education and full participation of 
Indigenous Peoples in society. All parties – duty 
bearers, rights enablers and rights holders – shall 
ensure compliance with UNDRIP Article 16 to 
uphold human rights and accountability.

2. aDvancing meDia research anD Policy 
DeveloPment

Media research generates essential knowledge 
for informed policy, decision-making and in-
novation. It should be evidence-based, ground-
ed in a human rights-based approach and 
gender equality principles, and include Indigen-
ous perspectives. Ethical, respectful and mean-

ingful research practices, including Indigenous 
data sovereignty, intersectional gender analysis 
and disaggregated data, are crucial for effective 
data collection, planning and monitoring.

3. strengthening legal anD institutional 
frameworks

There is an urgent need to revise or develop new 
media laws and policies to support both In-
digenous and non-Indigenous media. Equitable 
allocation of broadcast spectrum for Indigen-
ous media, especially community radio, shall be 
mandated and supported by national legislation. 
The participation of Indigenous media profes-
sionals in policy and decision-making process-
es is imperative. Some countries provide legal 
frameworks for Indigenous media, yet global 
disparities remain significant and should be 
urgently addressed.

4. Promoting equitaBle eDitorial Policies

Adopting equitable editorial policies ensures that 
Indigenous and non-Indigenous media serve 
diverse, often underrepresented audiences. In-
digenous Peoples remain underrepresented in 
non- Indigenous media organizations and de-
cision-making bodies, leading to marginaliza-
tion and stereotyping. Ensuring independent 
and impartial Indigenous media and preventing 
interference – including from tribal councils – 
upholds freedom of expression and access to re-
liable information and media.

5. ensuring fair rePresentation in meDia 
content

A balanced portrayal of Indigenous Peoples in 
media shall be underpinned by a human rights-
based and gender equality framework. Recogniz-
ing Indigenous Peoples as information sources 
fosters their accountability in the media. Editor-
ial independence shall be strengthened to pre-
vent harmful stereotypes and unfair representa-
tion in content, as well as the illicit trafficking of 
Indigenous cultural goods.
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6. imProving working conDitions for in-
Digenous meDia Professionals

Indigenous media professionals, particularly 
women, shall have access to employment in the 
media industry under fair and non-discrimina-
tory working conditions. All media profession-
als shall be ensured safety and non-violence, as 
well as equal access to management positions, 
training, capacity-building programmes, and ca-
reer advancement opportunities. Non-Indigen-
ous media professionals reporting on Indigen-
ous affairs shall also be protected from threats 
and persecution.

7. overcoming financial anD structural 
constraints

Indigenous media organizations face challen-
ges including limited human resources, infra-
structure and technical support. High licensing 
fees, insufficient public funding and restrictive 
advertising regulations hinder their operational 
sustainability. In accordance with the UNDRIP, 
governments shall take measures to ensure that 
state-owned media adequately reflect Indigen-
ous cultural diversity.

8. aDDressing Digital challenges anD 
oPPortunities

Digital platforms and AI-based tools present 
both opportunities and challenges. While digit-
al tools enhance audience engagement, their 
adoption is hindered by limited internet access, 
bias in AI based solutions, underrepresentation 
of Indigenous languages online, gender-based 
violence and digital literacy gaps. Investing in 
infrastructure and developing guidelines and 
digital tools helps to bridge these gaps and sup-
port Indigenous media in the digital space.

9. strengthening meDia as a Platform for 
PuBlic Discourse

Media foster public discourse and participation 
among Indigenous Peoples. Indigenous media 
serve as platforms for sharing experiences, mo-

bilizing action and shaping narratives. Ensuring 
Indigenous Peoples’ participation in non-In-
digenous media programming and content 
production contribute to inclusive dialogue in 
society.

10. Promoting inDigenous languages in 
meDia

Language profoundly shapes how information is 
perceived and conveyed. Ensuring access to media 
content in Indigenous languages is vital for cul-
tural and linguistic preservation, education and 
broader social inclusion. Developing language 
tools and resources will strengthen Indigenous 
language use in media, education, science and 
technology. Public service and community media 
shall be supported in fulfilling this mandate.

11. integrating genDer, DisaBility anD 
youth aPProaches, anD crisis PrePareDness 
in meDia

Intersectional approaches addressing gender 
equality, disability inclusion and youth partici-
pation in media shall be prioritized. Efforts 
should be taken to ensure inclusive coverage of 
all social groups, support Indigenous women in 
the media, promote safety of media profession-
als and address gender-based and disability-re-
lated discrimination in media. Developing con-
tent and programming relevant to young people 
would encourage their participation and public 
engagement. Furthermore, emergency and crisis 
preparedness for Indigenous media are also es-
sential. Structural barriers shall be dismantled to 
enable Indigenous media to implement sustain-
able and impactful initiatives in these areas.

12. strengthening PartnershiPs anD Pro-
fessional networks

New multistakeholder partnerships and pro-
fessional associations are needed to enhance 
collaboration between Indigenous and non-In-
digenous media. Ensuring that Indigenous 
media workers, particularly women, have mean-
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ingful participation in global journalism will 
legitimize their role in the media landscape. 
Knowledge transfer, ethical guidelines, mentor-
ship programmes and advocacy networks should 
be promoted to support media sustainability 
and fair working conditions, especially for In-
digenous women in the media industry.

Source: UNESCO.

Oberhausen (Germa-
ny) 2025

At the International Short Film Festival Ober-
hausen 2025, the Ecumenical Jury of the Inter-
national Competition awarded its Prize to Dear 
Leo Sokolsky directed by Weronika Szyma (Po-
land, 2024).

Motivation: By employing minimalist ani-
mation with live action resurrected from family 
archives this film transports the viewer through 
Ansbach and the inner space of one woman’s 
journey to find her great-grandfather who went 
through the labour camps of the Second World 
War. Making the past present, and bringing 
together history, documentary and critical per-
sonal reflection, Dear Leo Sokolsky is a wondrous 
cinematic diary that gives us the rare opportunity 
to pull back the curtain and peer into the depths 
of a human soul.

In addition, the jury awarded a Commen-
dation to Nocturne directed by Sol Muñoz and 
Ana Apontes (Argentina, 2025).

Motivation: For inviting us into the atmos-
pheric care-free world of childhood, a film which 
captures two sisters walking through the night as 
their father works as a security guard for an afflu-
ent neighbourhood. Contrasting the loneliness 
of locked up condominiums with the freedom of 

sisters discovering an open and wide world, Noc-
turne is a delicate work of social critique and an 
existential reminder of what it really means to 
live life embraced by love.

The Ecumenical Jury of the Children’s 
and Youth Film Competition awarded its Prize 
to Autokar directed by Sylwia Szkiłądź (France, 
Belgium, 2025).

Motivation: Agata’s journey from Poland to 
Belgium offers a universal perspective on leaving 
one’s homeland and explores identity and trad-
ition with sensitivity. In times of political and 
social polarisation. The film confronts the fear 
of otherness and provides a valuable insight into 
human connection that resonates across all age 
groups.

In addition, the jury awarded a Commen-
dation to Happy Snaps directed by Tyro Heath 
(United Kingdom, 2024).

Motivation: The film offers a sensitive por-
trayal of a friendship that must face the challen-
ges of separation and loss over the course of the 
film. It provides an important and inclusive per-
spective on relationships shaped by the human 
need to hold on and the emotional process of 
coping with change.

Cannes (France) 2025
The 2025 Ecumenical Jury awarded its Prize to 
Jeunes Mères (still on following page) directed by 
Jean-Pierre and Luc Dardenne.

Jessica, Perla, Julie, Ariane and Naïma are 
staying at a maternity home to help them with 
their lives as young mothers. Five teenagers with 
the hope of achieving a better life for themselves 
and their child.

Motivation: The Ecumenical jury gave its 
prize to a film about the troubles of teenage 
mothers in a dedicated motherhouse. It finds 
ethic not on grand gestures, but in quiet acts of 
care. It is a smoothly told story in the best trad-
ition of its authors who one again are able to add 
new elements to their refined style.

The film explores the first and utmost im-
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portant relationship of every human life, which 
is motherhood. It touches a profound truth : love 
can endure even when family – the basic social 
structure – fails, when circumstances are unfair, 
when youth is burdened with adult responsibil-
ities. The film proved than even small yet per-
sistent acts of love and care of individuals and 
institutions can heal the deepest wounds.

Members of the 2025 Jury: Lukas Jirsa (Czech 
Republic); Arielle Domon (France); Anne-Cé-
cile Antoni (France); Thomas. D. Fischer (Ger-
many); Roland Wincher (Germany); Milja Ra-
dovic (UK).

Zlín (Czech Republic) 
2025

The Ecumenical Jury, appointed by INTER-
FILM and SIGNIS, at the 65th International 
Film Festival for Children and Youth in Zlín (29 
May – 4 June, 2025), awarded its Prize to Kevlar 
Soul directed by Maria Eriksson-Hecht (Sweden, 
2025).

Motivation: A film about two broth-
ers struggling to find their way in life, dealing 
with problems of violence and alcoholism in the 
family with the older brother taking on parent-
al responsibility. It tells the story with consistent 

visual language with pictures that speak, even 
when the characters are silent. The film gives an 
example of compassion for people in need rather 
than judgment, letting the audience go through 
the difficult journey together with the main char-
acters. Kevlar Soul comes alive with the authentic 
performance of the actors.

In addition, the jury awarded a Commen-
dation to the film Nawi: Dear Future Me directed 
by Kevin Schmutzler, Toby Schmutzler, Apuu 
Morine, Valentine Chelluget (Germany, Kenya, 
2024).

Eight camels, sixty sheep, one hundred 
goats – that is how much Nawi is worth. The 
family is in debt, so she has to marry, even though 
she scored the highest marks in the final exams 
and wants to go on with school. Courageously 
the young Kenyan girl tries everything to avoid 
having to marry a much older man. Even though 
Nawi can’t escape her destiny in the end, the film 
leaves the audience with hope for a better future. 
The film’s narrative is both playful and clear, using 
voiceover with visuals to underline the world of 
its protagonists. Nawi helps us become aware of 
a problem which affects a huge number of girls 
around the world, who just want to live their lives 
and follow their dreams. n
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